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Abstract—Simulation plays an important role on studing the 
Internet of Things (IoT)  traffic, which has an increasing impact 
on network infrastructures. The existing simulation tools and 
mechanisms on IoT mainly focus on simulating large-scale 
deployment of IoT and heterogeneous IoT applications. This 
paper concentrates on how to simulate the lengthy, burthty and 
multi-level time-scale IoT applications quickly. A time-scale data 
generation (TSDG) method is proposed to reduce the used 
simulation time of different IoT scenarios while keeping the real 
world characteristics of the IoT applications. Implementations of 
TSDG in ns-3 and simulation experiments of smart home and 
smart shopping centre are described in the paper. The 
evaluations results show that the proposed TSDG method can 
effectively reduce the time used to simulation IoT applications in 
ns-3 while reflect the IoT application traffic in the real world.   

Keywords—IoT, Simulation, Time-scaling, Smart City 

I. Introduction 
With the continuous development of the Internet, an 

unprecedented number of Internet of Things (IoT) devices are 
gradually being added to the Internet [1]. The connected 
devices form a huge physical network, providing Smart City, 
Smart Health and Smart Industry etc. services by supplying 
and using information. With the increasing popularity of IoT 
devices and technologies, the IoT data traffic has a negligible 
impact on network infrastructure. Therefore, understanding the 
IoT data traffic is becoming critical [2].  

Some research work have revealed the traffic patterns 
generated by single IoT devices and applications. For example, 
work [3] showed that the data intervals of payment and retail 
system follows exponential and Pareto distribution  
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respectively for smart shopping center; the humidity and 
temperature detector and electric meter etc. devices in the 
smart home generate data periodically [4], but with different 
periods [5]. However, the large number of heterogeneous IoT 
devices and applications, complex application scenarios and 
IoT network topology made the integrated IoT data traffic 
much more complicated than the single type of IoT device 
data, which has not been well studied. The influence of IoT 
data traffic on the network infrastructure is a hot topic for 
researchers and research organizations. 

Simulation has been proven to be an efficient method for 
studying and predicting data traffic [6][7], and some 
simulations tools have been developed, such as ns-3[8], 
OPNET[9]. Different networking environment, traffic patterns 
and mobility models etc. have been developed, which can be 
used to generate data traffic of various kinds of networking 
applications and scenarios and to evaluate the metrics of 
performance. Especially, various simulation tools specialized 
for IoT have been developed, such as[10][11][12][13]. 
Compared with the well-known general purpose network 
simulation tools, these tools mainly concentrating on solving 
the problems of massive number of IoT devices and large 
scale of IoT network. However, the characteristics of the IoT 
traffic have not been well considered.   

In general, the IoT data traffic consists of four types of 
data in the machine-to-machine (M2M) commination [14] [15], 
namely heart beat, event trigger, payload data and node update. 
The heart beat is normally used by the devices in order to keep 
themselves connected with the infrastructure [16]. Thus, this 
type of data has a certain period, and has a constant size. 
However, depending on the sensors and type of applications, 
the period can be very different. Event trigger is initiated by a 
device (e.g., the device as a server) to trigger an action of an 
M2M device, for example, to report the humidity of a room to 
the network. The trigger process is irregularly generated. 
Although the data of the trigger itself is simple, the following 
event data might be a burst, which depends heavily on the 
applications. Payload data are those data used for exchanging 
information between devices. The data traffic is variable 
heavily and can either be of constant size like in telemetry, or 
of variable size like images in video surveillance. Also, the 
data can be either sent regularly but with different period or 
irregularly.  Node update are programs or configuration 
parameters used to maintain the normal operation of devices, 
for instance, a server may push configurations or firmware to 
devices, and the devices will run the update from the servers 
dynamically or after reboot.  

Generally speaking, the IoT traffic varies heavily with the 
application scenarios and is independent of human behaviour. 
In particular, the time of the information exchange is no longer 
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defined by humans. This puts forward challenges to the 
simulation tools. It might take a long time to simulate a IoT 
scenario due to the irregular period of IoT devices 
[17][18][19]. Obviously, the data sent by devices with long 
period need to be considered. 

In this paper, a new method is proposed on how to 
simulate the lengthy, bursty and multi-level time-scale IoT 
applications quickly. A time-scale data generation (TSDG) 
method is proposed to reduce the time used for simulating 
different IoT scenarios while keeping the real time of the 
related IoT applications and the detail data traffic of the 
applications. 

The rest of the paper is organized as follows. In section 2, 
we will discuss the existing work about simulations for IoT. In 
Section 3, we will introduce our simulation method TSDG, 
elaborating how it can reduce the simulation time while 
keeping the details of data traffic. Following this in Section 4, 
we will describe the implementation of our method in the 
network simulator ns-3. We will illustrate the test results by 
simulating the smart home and smart shopping centre 
scenarios in Section Ⅴ and finally make conclusions in 
Section Ⅵ.   

II. Related Work 
The large scale of network, numerous applications and 

heterogeneous devices put forward challenges to the use of 
existing simulation tools. To meet this challenge, Stefano 
Ferretti et al. [20] proposed a multi-level simulation method 
for modeling large IoT environments. They use "advanced" 
emulators to provide coarse-grained detail. A simulator 
coordinates the execution of a set of domain-specific "low-
level" simulators that are generated and executed where the 
fine-grained details are needed. Two levels of simulators 
interact and synchronize their execution to calculate the 
correct status update. 

In [21], the authors identified requirements for the next 
generation IoT experimental facilities, discussed some 
shortcomings of the simulation-based approach. They 
investigated the existing test platforms, which support also 
simulation. They claimed that a joint test platform for 
simulation was possible.  However, such a simulation tool 
cannot satisfy the requirements of IoT simulations. The 
network scale and the level of details required by IoT 
applications and scenarios cannot be easily simulated.  

In work [22], the technique of "hybrid simulation" is 
proposed in order to enhance the scalability and allow real-
time execution of large-scale IoT environments (for example, 
large smart cities). “Hybrid simulation” means a simulation 
method that glues multiple simulation models together [23]. 
Each simulator has a specific task orchestrated by several 
coordinators. When these simulators work at different levels 
of detail, it is referred to multi-level simulation. This solution 
allows the creation of multiple interactive instances of 
different simulations specifically designed to particular aspects 
of the reduced portion of the simulated region, or to simulate a 
simplified subset of entities.  

The authors in [24] studied the scalability of IoT 
applications of Wireless Sensors and Actuator Networks 
(WSAN) through simulations. The Ptolemy II simulation tool 
and the real MQTT message broker are used. The authors 
presented a case study involving the deployment of sensors 
and actuator networks as part of an IoT application for 
monitoring and controlling urban parks. Their experimental 
results show that the scalability of this type of application can 
be analyzed using simulations. However, they did not consider 
simulations of other types of IoT traffic. 

The authors in [25] proposed a cost-effective software 
online simulation method that allows testing software to be 
deployed on simulation devices and environments. To 
maximize code reuse, the authors' effort was to create adapters 
to integrate the deployment code with the underlying platform, 
including the generic simulation engine, providing more 
specific but reusable packages, for example, simulation 
mobility, communication, logs. The main advantage of this 
method is that the actual code have already run once before 
being deployed. The simulation engine replicated it in the 
virtual device and environment. 

Simulation was used to provide a means to study the real 
IoT-fog cloud systems in [15]. By analyzing the sensor data 
formats and data sets of smart cities, a tool called SUMMON 
was proposed to provide a means of collecting and filtering 
open data sets. However, this work focused on only how to 
provide IoT data to the simulation environment and illustrated 
its use in the open source IoT device simulator. 

In general, the current work on IoT simulations are mainly 
trying to solve the problems of scalability and various IoT 
application models.  Methods with different levels of 
granularity are used to model IoT network, environment and 
applications at different levels of detail. Parallel and multi-
level simulation are introduced to simulate the large-scale IoT 
scenarios. To a certain degree, a kind of space scalability has 
been achieved during simulations. However, there is few work 
dealing with the time scalability during the simulations, i.e., to 
reduce the time used for simulating IoT applications and 
scenarios generating data with long and irregular periods. This 
is the focus of our work in the paper.   

III. A Time-Scaling Data 
Generation Method(TSDG) 

The purpose of the time-scaling data generation (TSDG) is 
to reduce the simulation time whereas keep the original time 
relationship of the data packets of one or multiple applications, 
in other words, to keep the traffic model or the original 
applications. Therefore, the simulation efficiency for various 
applications in a known scenario can be improved. It allows us 
to finish collecting data traffic in a shorter time than that 
happens in the real world, where heterogeneous IoT devices 
send data simultaneously in the simulated IoT scenario. 

The basic idea of TSDG is to add a timestamp to the 
transmitted data to record the sending time of the data. At the 
same time, a traffic processing procedure is added to re-
assemble and synthesize the data packets according to the 
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recorded sending time and transmission time in the network 
links. In order to reduce the simulation time, four techniques 
are used in TSDG, namely uninterrupted operation, continuous 
packet sending, parallel startup and process splitting.  

A. Uninterrupted operation 
As mentioned above, generally IoT traffic consists of four 

types, i.e., heart beat, event trigger, payload data and node 
update. No matter when and which type of traffic a device is 
transmitted, typically the traffic is intermittent, in other words, 
there will be an idle interval, which may be much longer than 
the actual traffic transmitting time. In this case, the idle 
interval for all the devices can be removed during the 
simulation. Fig. 1 illustrates the traffic sent by a single device. 
traffic_1 to traffic_4 are four periods in which the device has 
data to send.  During the simulation, the idle intervals are 
discarded. After the traffic processing at the receiver nodes, 
the idle interval can be added and the traffic model will be 
recovered.  

 
Figure 1. Uninterrupted operation for the data sent by a single device 

Fig.2 illustrates the format of the data packet sent by the 
temperature sensor in our implementation. A new timestamp 
field “sending time” with the length of 26 bytes is added to 
each data packet. At the receiver node, the traffic will be re-
assembled according to the timestamp and the transmission 
time.  

    
Figure 2.  Timestamp in the data packet sent by the temperature sensor 

B. Continuous packet sending 
In the real world, some devices send data according to a 

certain statistic rule or distribution. For example, the data 
interval of payment follows exponential distribution and the 
retail system follows Pareto distribution in a smart shopping 
centre [3]. In order to reduce the time used for simulation, the 
data packet at the sender node will be generated and sent 
continuously, ignoring the time interval. A traffic generating 
timer is used, which generates and records the time offsets for 
the timestamps according to the known statistic distribution of 
the data packets.   

As shown in Fig.3, after the continuous packet sending, the 
time used for generating and sending traffic packets using 

TSDG may be reduced. Furthermore, the reduced time 
depends on the statistic distribution of the real world traffic 
model of the device.   

 
Figure 3.  Continuous packet sending for the traffic of a single device 

C. Pseudo parallel startup 
In the complex IoT scenarios, the start and run time of 

individual IoT devices are different, as shown in Fig. 4. In this 
example, seven devices (i.e., s1-s7) start to transmit data at 
different time. Among them, the device s6 began to send data 
at latest. Although the time used for sending data is the 
shortest, the whole process cannot end until s6 finishs sending 
data. Obviously, if s6 can start sending data earlier, the time 
used for simulating this scenario will not be determined by the 
data sending time of device s6. 

 
Figure 4.  Data transmission of devices in the real world 

As shown in Fig. 5, in TSDG, each device begins to run at 
the “beginning” of the entire simulation scenario according to 
a scheduler, which is related with the timestamp manager too. 
The idle time without data traffic generation of each device is 
discarded, and the actual start time are notified to the receiving 
device by inserting the timestamp in the generated data 
packets.   

 
Figure 5.  Parallel startup and data transmission process splitting in TSDG 

     "id": 5, 
"temperature": 28.9273120410964, 
"altitude": 5.35, 
"latitude": 39.99139, 
"longitude": 116.31154, 
"sending time": "2018-07-
01T14:22:21.435000" 
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D. Transmission process splitting 
Based on the pseudo parallel startup, a variety of devices 

start simulation at the almost the same time under the control 
of the scheduler. According to the anti-barrel principle, the 
overall simulation time is determined by the IoT device with 
the longest simulation time. Thus, minimizing the simulation 
time of the device with the longest running time is the key to 
reduce the whole simulation time.  

In the example shown in Fig. 4, device s7 has the longest 
data transmission time. Therefore, we split the data 
transmission of device s7 into two data transmissions. As 
shown in Fig. 5, s7' is responsible for the first half of the data 
transmission process, and s7'' is responsible for the second half 
of the process.  

The difficulty of this technique is how to split the 
transmission process into several processes, for example, how 
to make s7'' operate exactly the second half of the s7. First, we 
make sure that the data sent by the device s7' and s7'' have the 
same flow identifier, namely, the source address, destination 
address, source port and destination port. Second, the 
timestamps of the packets sent by the virtual device s7'' are 
calculated and adjusted according to the timestamp of s7' in 
order to guarantee the whole time sequence of s7. 

In our current implementation, we split processes with 
relative long periodical cycles and with symmetric traffic 
models, such as normal distribution. In addition, a scheduler is 
used to schedule the data sending of all the devices, including 
virtual devices.  

In addition, since the simulation is realized in one local 
machine, the synchronization between the sender nodes and 
receiver nodes do not needed to be considered. According to 
the topology of the IoT networks, the transmission time can be 
achieved. Hence, at a certain receiver node (e.g., the gateway 
node in Fig. 7), the traffic can be re-assembled according to 
the timestamps in the data packets. 

IV. Implementation of TSDG based 
on ns-3 

We have implemented the TSDG method on the network 
simulator ns-3. The TSDG mainly consists of 6 functional 
modules, namely timestamp manager, scheduler, transmission 
process splitting, idle period removing, traffic re-assembling 
and traffic synthesizing. Among them, the timestamp manager 
stores the time offsets and timestamps of each flows (i.e., data 
packets sent by each device or virtual device) and is used for 
inserting the timestamps during the packet sending. Scheduler 
is used to schedule the start time of sending packets for each 
device.  

Fig. 6 (a) and (b) illustrate the processing at the sender and 
receiver side respectively. At the sender node (Fig. 6 (a)), 
TSDG first splits the process of sending data, calculates the 
corresponding time offsets according to the traffic model of 
the node (i.e., device), and stores it in the timestamp manager. 
Then the idle periods will be checked and removed according 
to the traffic model. Similarly, all the time offsets will be 

recorded in timestamp manager. Then, depending on the 
traffic model, the data transmission rate will be calculated to 
realize the continuous packet sending. Afer these procedures, 
the ns-3 node, and the corresponding link, protocol etc. will be 
configured and packets will be sent under the control of the 
scheduler.   

 
Figure 6.  Processing at the sender and receiver node 

At the receiver (Fig. 6 (b)), the node may receive data from 
different devices simultaneously (e.g., at Sink a, Sink b and 
the Gateway in Fig. 7).  Through the traffic analysis, packets 
and flows from different senders are identified and classified. 
Then the data from the same device will be re-assembled 
according to the timestamps. Finally, the traffic from different 
devices are synthesized and stored in the database and plotted 
depending on the needs.    

V. Test Results and Analysis 
In order to evaluate the TSDG method, we implemented 

two IoT scenarios based on the implemented TSDG. Fig.7 
illustrates the network topology we used. The integrated traffic 
at the sinks of the sub-networks of smart homes and smart 
shopping centres are simulated.  

 
Figure 7.  Network topology 

For the Subnet a, the traffic patterns of the devices in each 
household [5] is shown in Table I. Altogether data from 
100000 households will be gathered at Sink a. In this example, 
all the devices sending data periodically but with different 
periods, from 6 seconds to 18 seconds.   
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TABLE I.   DEVICES AND TRAFFIC PATTERN IN EACH HOUSEHOLD 

Device type Device number Packet size (byte) Period (s) 

Humidity detector 5 90 18 

Temperature sensor 4 80 6 

Smoke detector 2 80 6 

Light switch 5 100 18 

Sensor for security 
system 

1 80 6 

Electric meter 1 90 6 

Table II shows the devices and the corresponding traffic 
model of each shopping centre [3]. Here the data intervals of 
payment and retail system follows exponential and Pareto 
distribution respectively. Altogether data traffic of 8 shopping 
centres are generated and will be collected at Sink b. 

TABLE II.  DEVICES AND TRAFFIC PATTERN IN EACH SHOPPING CENTRE 

Device type 
Device 
number 

Packet size 
(byte)/distr 

Period(s)/Interval 

Humidity 
detector 

40 90 18 

Temperature 
sensor 

40 80 6 

Smoke detector 60 80 6 

Surveillance 
(security) 

70 
Log normal 
distr.(5.9,1.2

) 
15 

Payment 50 205 Exp. distr.  (μ=2.5 sec.) 
Retail system 50 72 Pareto distr.(1,10) 

Fig. 8 and Fig. 9 illustrates the data collected at Sink a and 
Sink b respectively for the period of 6000 seconds without 
using TSDG. 

 
Figure 8.  Data traffic at Sink a of smart homes 

 

 
Figure 9.  Data traffic at Sink b of smart shopping centres 

We extended the simulation time with and without using 
TSDG. Fig. 10 shows the time of the real world application 
running time (i.e., the simulation time without using TSDG) 
and the simulation time (i.e., using TSDG). Here we can see 
that for the smart home scenario, the simulation time has been 
reduced greatly. This is because all the devices belonging to 
one household send data periodically, whose simulation time 
can be well compressed. However, since there are 100000 
households, and the devices belonging to different households 
begin to send data randomly with 18 seconds (i.e., the longest 
period of the devices) certain running time are needed. On the 
contrary, the simulation time for the smart shopping centres 
have not been reduced very much. This is because the traffic 
of both the payment and the retail system do not follow 
symmetrical distribution, and the data sending process have 
not been split for the moment. In addition, different devices 
began to send data randomly within 18 seconds, therefore the 
simulation time have not been reduced greatly. 

 
Figure 10. Simulation time using TSDG 

To further analyze the effect of different type of devices, 
we measured the simulation time of each type of devices in the 
shopping centre scenario, as showin in Table 3. We set the 
running time of the devices to different values, and measure 
the used simulation time of each device. Here we can see that 
for the periodical traffic, the time reduction is roughly 
dependent on the period of the traffic model. The longer the 
period, the greater the reduction. However, from Table III, we 
also found that if the traffic model follows asymmetric 
distribution, the time reduction is not much. We are now work 
on reducing the simulation time in this case.   

TABLE III.   SIMULATION TIME OF DIFFERENT TYPES OF DEVICES IN THE 

SCENARIO OF SHOPPING CENTRE 

Running Time 
(seconds) 

Device type 
60 300 1800 3600 

Humidity detector 3.35 16.67 98.81 204.29 
Temperature sensor 9.55 48.73 321.46 597.20 
Smoke detector 9.89 50.42 310.02 584.11 
Surveillance (security) 4.37 23.66 128.08 242.71 
Payment 58.82 284.19 1577.34 3215.61 
Retail system 58.53 286.42 1582.05 3300.22 
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VI. Conclusions 
In this paper, we analyzed the bottleneck of the simulations 

for IoT applications and scenarios, and proposed a method to 
reduce the simulation time. Uninterrupt operation, continuous 
packet sending, pseudo parallel startup and transmission 
process splitting techniques are used in the method to reduce 
the simulation time. We have implemented the proposed 
method in the network simulator ns-3 and perform simulations 
using it for the IoT scenarios of smart household and smart 
shopping centres. Simulation results show that the proposed 
method can reduce the simulation time greatly. Our next step 
is to improve the method so that more time reduction can be 
achieved under various traffic models of IoT devices.   
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