
 

551 

 

 

 

Abstract— Clinical notes in medical institutions are essential 

not only for information sharing among medical staff but also\ 

for analysis to improve medical activities. Especially, the record 

of free description is important for grasping the situation of the 

patients. However, manually recording has the problem of input 

labor and fluctuation of expression by the person who records. In 

order to solve this problem and enable statistical analysis and 

mechanical analysis, templates are expected.  

This paper proposes an interactive support system for defining 

medical record template for each disease by extracting feature 

words corresponding to the disease from medical records using 

machine learning. We constructed an interactive system that 

displays the context of those characteristic words as a directed 

graph. A pull-down template can be generated from this graph. 

We developed a system to generate such graphs interactively for 

123,736 free description clinical records of a hospital and 

examined its usefulness. 

I. INTRODUCTION 

In various fields, hand written records are being replaced 
by digitalized ones and are being used for further analysis to 
improvement the activities. Detailed description can be 
possible, they are kept in free description format. Particularly, 
in medical institutes, recording of free description has 
advantages that it records the of situation of individual patients 
and can be shared by other stuff. However, the diversity of free 
description sentences may cause ambiguity and difficulty, and 
can not be quantitatively analyzed. In order to realize the 
quantitative analysis of the document records, it is necessary to 
eliminate the diversity of expressions and to reduce the burden 
of the entry. To make templates for free description sentences 
is one of ideal solutions to this problem. 

In order to create a template depending on each disease, the 

present paper proposes a method to generate directed graphs 

as a visualization of typical clinical notes for each disease. We 

realized the method as an interactive system by which doctors 

and nurses can construct templates as they want. Firstly, we 

constructed a search engine for 123,736 clinical 
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Figure 1 Snapshot of Interactive System 

 
notes on "pain" collected from April 2014 to August 2016 at 
Saiseikai Kaikan Hospital. The targeted clinical notes are free 
description documents described in a fixed form for each 
clinical path. The clinical path defines procedures for 
examination and treatment according to the disease and the 
condition of the patient. Every doctor or nurse does not decide 
arbitrarily how to inspect, medicate, diagnose, and treat 
patients. Procedures according to each disease are decided as 
organization.  The description is not a completely free form 
but a semi-structured document called SOAP form which 
consists of Subjective, Objective, Assessment and Plan [1]. 

The final goal of this study is to generate templates for 
clinical path compliant medical records. What is needed is not 
a template for general practice activities, but a different 
template according to each disease. Automatic generation of a 
template corresponding to disease is a challenging theme. 
However, in order to use it in an actual hospital, judgment of a 
responsible doctor and medical stuff is crucial. The templates 
should be based on real medical records and must be consistent 
with their experience. Therefore, we construct a system for 
supporting the formulation of templates, instead of a fully 
automatic template generation system. 

Firstly, the system extracts feature words according to each 
disease, i.e. according to each clinical path, and then the 
system displays the characteristic contexts in which those 
words are used. Doctors can check the typical sentences that 
are related to those contexts. Figure 1 is a screen shot of the 
interactive system. A doctor or anurse can specify a clinical 
path in the part (1) of Figure 1. Then, the characteristic words 
are extracted and the template graphs are shown in the part (2). 
If he/shes select a graph in (2), then, the corresponding 
sentences are shown in the lower part of (3) of the right frame 
and a merged graph of those sentences are shown in the upper 
part (3). In this system, multiple parameters can be specified, 
and graphs of various patterns can be generated. By 
interactively repeating the process of parameter selection, 
graph generation, and sentence example confirmation by trial 
and error, it is possible to create a satisfactory graph. 

Interactive Visualization of Template Graph for Daily Clinical 
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II. OVERVIEW OF THE INTERRACTIVE SYSTEM 

The basic ideas from document vectorization to feature 
extraction and context visualization are as follows. For 
vectorization of 123,736 documents, we used not only words, 
but also word 2-gram that appears adjacent. All sentences are 
vectorized by single words, word 2-grams and these document 
frequencies. Figure 1 (1) shows the parameter choice for the 
clinical path of "cerebral hemorrhage". 

In the next step, we apply the machine learning method 
SVM (support vector machine) with 9595 clinical notes on the 
patients of "cerebral hemorrhage" as positive data, and the 
other 114141 clinical notes as negative data. SVM generates a 
model to predict if a document is positive or negative 
according to the weight of each word. In our formulation, not 
only words but also word 2-grams are used as feature. Thus, 
we can tell which words and word 2-grams are important in 
distinguishing "cerebral hemorrhage" patients and others.  The 
higher the score, the closer it is to the disease.  

The lower part (2) of Figure 1, displays "template lines" 
that contains characteristic 2-grams for "cerebral hemorrhage" 
that have highest score.  

A click on a "template graph" (Figure 1. (1)) retrieves the 
all the sentences and displays the top 10, in this case, as 
specified in Figure 1 (1), at the lower part of the right frame 
Figure 2 (3). Those 10 sentences are displayed as a graph by 
merging the same word as the single node. We call such a 
graph as a template graph. 

By learning data other than positive examples using SVM, 
we could extract characteristic words not dependent on 
document frequencies of simple words. Moreover, by using 
2-gram, we made it possible to visualize the characteristic 
context which could not be done by only word vectorization. 

III. RELATED WORK 

Templates are typical data of semi-structured documents 

having properties intermediate between structured numerical 

data and freely-written sentences. Templates are also known to 

be useful for data transfer between different databases in 

medical institutions ([3, 4]). Not only for reuse but also for 

resolving ambiguities and trouble in expression when entering 

data, the effectiveness of common template is expected. 

Templates are an effective way to store and share records. 

Extracting common templates from medical records of free 

description, which have been accumulated in medical 

institutions so far, is an important issue that cannot be ignored 

in order to advance electronization of medical records. 

 Preceding research on template extraction have been mainly 

focused on Web pages [5, 6, 7, 8]. Web pages generated from 

databases and CMS (contents management system) contain 

routine patterns. Indeed, many pages contain such patterns [9]. 

In early studies, templates are extracted by analyzing the 

patterns of Web pages described in HTML. Template 

extraction targeting general documents other than Web pages 

is more difficult since there is no structural clue like HTML 

tags in Web pages. In many researches, templates are extracted 

by using natural language processing technology, limiting  

objects to be extracted using templates, related technical terms 

and co-occurring common words as cues. Chambers and 

Jurafsky [10] focused on the feature words such as places and 

people to detect terrorism. Chang et al. [11] describes 

extraction and use of templates representing emotion. 

Proskurniay et al. [12] performs template extraction for 

e-mails. There are research on template extraction from 

scientific articles, especially from medical literature [13, 14]. 

[15, 16, 17] are extracting important sentences in medical 

literature. Template extraction is considered as effective clue 

for discovering technical terms and for constructing ontology 

[18, 19, 20, 21, 22]. On the other way round, by using them as 

prior knowledge, it is expected to increase the efficiency of 

template extraction. There are studies to capture templates by 

obtaining the IMRAD structure of the paper (introduction, 

method, result, discussion) with the characteristic words used 

in each sentence [2, 23]. They are not limited to medical 

literature. 

 

 In many studies, templates are extracted by restricting 

terminology for specifying semantic of a target template and 

specifying syntax. This paper can also be regarded as research 

on acquisition of prior knowledge for template discovery. A 

similar approach is [7], where they firstly make clustering the 

documents and obtain feature words of each cluster and extract 

templates by using them as clues. On the other hand, the 

present paper applies classification and feature words 

extraction. Specifically, by restricting the purpose of clinical 

path, we label a medical document as a positive and negative, 

and apply machine learning to obtain characteristic words of 

positive examples, and we use them as template clues. Another 

feature of the present paper is the way to validate the obtained 

template. Many of the previous studies have been evaluated 

using experimental data and human-prepared correct answer 

data. The data handled in this study is actual data accumulated 

in a hospital on site rather than data for evaluation 

experiments. Therefore, for evaluation by on-site medical 

personnel in the field, we constructed a system that links 

templates to visualization as a graph and case examples of 

typical sentences. Some of the templates are already used to 

improve medical records. 

IV. FEATURE EXTRACTION AND GRAPH GENERATION 

A. Extraction of Characteristic 2-grams by SVM 

SVM (Support Vector Machine) is a machine learning 

technique for constructing a model that classifies the data into 

the positive data and negative data according to the training 

data. SVM selects the optimal hyperplane that maximizes the 

margin. In the present paper, we used the “word 2-grams” 

instead of single words. A 2-gram is a pair (wi, wj) of two 

words that occur adjacently in a sentence. We used a 

morphological analysis tool Mecab to obtain 2-grams. By 

applying SVM, we evaluated how each 2-gram is crucial to 

distinguish the target sentence. In the present paper, the target 

sentences are determined by an operation name or by a  
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Figure 2. Selection 2-grams 

pathway. 2-grams is more powerful to extract characteristic 

sentences than co-occurrent words. We used the method of  

[Adachi2016] for evaluating the score of 2-grams. Given an 

operation name or a pathway, we extract characteristic 

2-grams by the process shown in Fig. 2. 

 

Given a set of documents for a query q, integers N and M, 

we generate a set of directed graphs G(q, N, M ). Actually, the 

set G(q, N, M ) consists of straight line graphs each of which 

contains a top N 2-grams. The score of 2-grams and the score 
words are determined by the SVM-model with respect to the 

query. In the algorithm, P denotes the set of graphs, E denotes 

the set of 2-grams, n(P) denotes the total number of edges of 

P. Thus, the graph is expaned in tail direction as 
shown in Fig.3. 

 

Figure 3. Tail Expansion 

B. Support Sentences of Template Graph 

Directed graphs are useful to grasp the patterns that appear 

among the sentences obtained as the search result. However, 

they are not convincing enough unless we see the real 

sentences that match the pattern. In this section, we describe a 

method that lists such sentences given a template graph. The 

basic idea is to consider a graph as a “sub-model” for the 

classification by SVM with respect to the query q. Let G(q) 

be a template path obtained by the algorithm. We know the 

SVM-scores of words and 2-grams with respect to the 

SVM-model. Given a sentence si, we calculate the score 

scr(si, G(q)) as follows: 

, where wj is a word that appears in the graph G(q), u : v is a 

2-gram that corresponds to an edge of the graph G(q), scr(x) 
is the SVM-score of the word and the 2-gram with respect to  

 

全身状態問題なく、経過観察可能 

ドレーン性状異常なく、経過観察継続 

↓ 

 
Figure 4. Example for Sentences Graph 

the SVM-model and tf (x, G(q)) denotes the term frequency 

of the word and the 2-gram. The score scr(si) of a sentence si 

is the sum of weighted score of those words and 2-grams. In 

order to deepen the visual interpretation of the list of 

documents, we visualized all 2-grams in sentence si  as a 

directed graph using nodes and edges, in the same way as the 

above directed graph. 

C. Interactive Visualization 

We created an interactive visualization system which yields 

the directed graph or document list interactively while freely 

changing parameters. The following is the list of parameter 

that can be changed interactively. 

V. DATA 

We constructed a search engine for 123,736 pain variance 

records collected from April 2014 to August 2016 in 

Saiseikai Kumamoto hospital. We used word 2-grams that 

occur adjacently in a sentence of the given documents. All the 

sentences are vectorized by words and word 2-grams. Then 

we applied SVM to construct a model for classifying the 

sentences into positive ones and negative ones. We conducted 

this on two treatment policies, “brain hemorrhage” and 

“cerebral infarction”. A total of four medical documents are 

described for treatment to stroke 

 

1. Construct search engine with index of words and word 
2-grams and retrieve the set D(q) of sentences given 
an operation name or a pathway. 

2. Apply SVM with D(q) as positive data and 

construct the model and classify the imaginary 

sentence that consists of single 2-gram (wi, wj ) 

using the model to get the score of the 2-gram. 

3. Select the top N 2-grams based on this 

score. 

Method : “SVM, GETA, …” 

Analysis method of document 

Target : “pain,  …” 

Document name (clinical case) to be analyzed 

SOAP : “Assessment, Plan, …” 

Assessment document or Plan document 

Clinical pathway : “cerebral infarction, brain hemorrhage, 

…” 

Clinical pathway or surgery for the case 

Number of edges : “10, 15, 20, …” 

Number of features to extract 2-gram 

Number of sentences : “10, 15, 20, …” 

Number of sentences to display 

Limit of document frequency : “2, 3, 4, …” 

Displays only sentences above the specified document 

frequency 

Search word : “blood pressure, analgesics, follow-up 

observation, …” 

Displays only sentences containing specified words 
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Table 1. TOP 4 CLINICAL PATHWAYS 

 
 

VI. EVALUATION OF GRAPHS 

The words appearing in the graph are extracted from the 

document written by doctors and nurses. They are medical 

documents of treatment plan and surgery. The characteristic 

words of the clinical treatment are highlighted with red circle. 

The visualization indicates the important sentences and phrase 

in the clinical treatment. 

 Brain hemorrhage (Assessment) graph shows words of fatigue, 

cooling, antipyretic and food (Fig. 4.1). Brain hemorrhage 

(Plan) graph shows words of analgesics, cooling and fever (Fig. 

4.2). Cerebral infarction (Assessment) graph shows words of 

appetite, digestive system symptom, nervous system symptom, 

oxygen saturation, blood pressure and aspiration (Fig. 4.3). 

Cerebral infarction (Plan) graph shows words of analgesic and 

the administration (Fig. 4.4). We can see feature words or 

sentences related to stroke case. Specifically, they are cooling 

and taking antipyretic for decline of fever, taking analgesics 

for relieving pain, checking patient condition (blood pressure, 

aspiration, nervous system symptom). Fever is described to be 

associated with poor prognosis in acute stroke by previous 

study [24, 25, 26]. 

 Particularly in the graph of cerebral hemorrhage, feature 

words or feature sentence related to the patient condition 

appear in the Assessment graph. Related words to the 

treatment plan appear in the Plan graph. In the graph of brain 

hemorrhage, similar words or sentences were extracted 

between the Assessment graph and the Plan graph. 

 

 
Figure 5 Template Graph of “brain hemorhage”(Assessment) 

 

 

 

 
Figure 6 Templage Graph of “brain hemorhage”(Plan) 

 
Figure 7 "cerebral infarction"(Assessment) 

 

 
 

Figure 8 "cerebral infarction"(Assessment) 
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VII. CONCLUSION AND FURTHER WORK 

In this paper, we constructed an interactive visualization 

system for feature extraction from document records. We can 

change the parameters to analyze exploratory. This system 

provides both the list of sentences and a sentence graph for 

deep visual interpretation.  In medical documents, we 

extracted expressions of “common” as a directed graph which 

is particularly important when describing a medical document 

related to clinical plan and clinical treatment (surgery) for the 

clinical case. Specially, we extracted feature words (cooling 

and taking antipyretic) related to stroke treatment. 

Furthermore, in the graph of cerebral hemorrhage, words of 

the patient condition and words of the plan were expressed. 

We have verified these results can be considered as templates 

to hospital information system for improving medical practice.  

As further work, we would like to evaluate the effect of 

2-grams. We also would like to introduce clustering 

mechanism for template graphs. 
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