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Abstract— Recently development of automated and integrated 
pipelines for phylogeny and evolutionary analyses has received a 
lot of attention. In this paper, we describe our approach of 
pipeline development. Our design focuses on integration, not only 
in the integrated result (i.e., the pipelines), but also in the 
integrated approach in the design process, so that we can exploit 
all kinds of resources available to us. In addition, we want 
integrated pipelines not only work effectively, but also efficiently.  
In this paper, we describe our two-step design: A basic approach 
and an optimized approach which takes advantage of parallelism 
offered by supercomputers. We present the major phases of 
pipeline development, describe methods used in optimization 
(including the sequence-split-logic), show the experimental result, 
and compare it with non-optimized implementation. 

Keywords—Integrated pipelines, phylogeny, evolutionary 
analyses, parallelism, supercomputer, optimization  

I. 	Introduction		
One of the major objectives in bioinformatics is to study 

Tree of Life in which phylogenetic analysis is a common 
research pathway. By conducting phylogenetic analysis 
researchers can find the origin of disease pathogens and may 
also learn the pattern which initiated the process, which in turn 
leads to a discovery of cure for a particular disease [8].  

The computational process of finding the origin is very 
exhaustive and it requires initiating different processes at 
different points of time. Developing an automated, integrated 
pipeline for phylogeny and evolutionary analyses is an 
important and urgent task. To be more specifically, our goal is 
to develop a system which can get all the process of 
phylogenetic analysis done under a common hood so that upon 
a user submits his/her request, the system is able to generate 
the final results in reasonable amount time with certain 
accuracy.  

Although there have been numerous efforts in developing 
automated and integrated pipelines, each has different 
features. 
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For example, the CIPRES project [9] was a big 5-year 
project with a global perspective, while the Hal project [15] 
has a much more manageable size project and shares some 
aspects in common with our own project. Yet our project 
differ from these existing approaches in that while conducting 
our project we have  the following specific considerations in 
mind:  

 (a) Our design focuses on integration, not only in the 
integrated result (i.e., the pipeline), but also in the process: we 
are aimed to take an integrated approach in the design process, 
so that we can exploit all kinds of resources available to us. 
For example, we have employed our knowledge on XML and 
supercomputing, etc. The motivation behind this is that we 
believe a system-theoretical perspective holds the key for a 
holistic study of developing useful bio-techniques in our 
environment. After all, general systems theory was proposed 
by the biologist von Bertalanffy [17].  

(b) We not only want to develop an automated, integrated 
pipeline which works effectively, but also efficiently. That 
means we also have optimization in mind for pipeline 
development. In particular, we explore how to take advantage 
of parallelism of computation which supercomputers can offer.  

The two major approaches of this pipeline system are: 1) 
Basic pipeline approach for phylogenetic analysis on tools like 
PAUP, MRBAYES and GARLI; and 2) Advanced pipeline 
approach for BEAST.   

The rest of this paper is organized as follows. In Section II, 
we provide a brief discussion on necessary background, 
including various kinds of existing software used in building 
the pipelines. In Section III, we present the basic approach for 
pipeline development and present experimental results. In 
Section IV, we further present an optimized approach and the 
splitting algorithm used (i.e., the sequence-split-logic), as well 
as the experimental result which is compared with the non-
optimized approach. We conclude the paper in Section V 
where wrap up our paper by summarizing important findings  

II. Background		
Numerous tools are developed based on the need and are 

used at different phases of phylogenetic analyses. Below are 
the list of tools which are installed in the system and their 
descriptions. These include alignment tools, phylogenetic tools 
and result viewers, along with the supercomputer we have 
used. We also tried to provide the reference URL sites 
(whenever possible) so if a problem arises or a new version 
releases researchers can visit their site and get the update. 
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A. Alignment tools 
In our pipeline system we use two tools for alignment: 

MUSCLE and MAFFT. A user can select the appropriate tool 
and align the sequence file. Result was then processed to the 
next stage. 

MUSCLE [3] is a new computer program for creating 
multiple alignments of protein sequences. Elements of the 
algorithm include fast distance estimation using k-mer 
counting, progressive alignment using a new profile function 
referred to as the log expectation score, and refinement using 
tree dependent restricted partitioning.  

MAFFT [7] offers various multiple alignment strategies. 
They are classified into three types: (a) the progressive 
method, (b) the iterative refinement method with the WSP 
score, and (c) the iterative refinement method using both the 
WSP and consistency scores. In general, there is a tradeoff 
between speed and accuracy.  

MODELTEST [10] is a program for the selection the 
model of nucleotide substitution that best fits the data.  The 
program chooses among 56 models, and implements three 
different model selection frameworks: hierarchical likelihood 
ratio tests (hLRTs), To use ModelTest we will need PAUP 
(see below). 

B. Phylogenetic tools 
Below are the tools our pipeline system uses for sequence 
classification. Classification is mainly used for the creation of 
names for groups whereas systematics goes beyond this to 
elucidate new theories of the mechanisms of evolution [4]. 

PAUP (Phylogenetic Analyses Using Parsimony) [16] 
version 4.0 is a major upgrade and new release of the software 
package for inference of evolutionary trees, for use in 
Macintosh, Windows, UNIX/VMS, or DOS-based formats.  
PAUP 4.0 and MacClade 3 use a common data file format 
(NEXUS), allowing easy interchange of data between the two 
programs. We use likelihood criteria for Paup while we 
calculate the results since it is highly compatible [11]. 

GARLI [18] performs heuristic Phylogenetic searches 
under the General Time Reversible (GTR) model of nucleotide 
substitution and its sub models, with or without gamma 
distributed rate heterogeneity and a proportion of invariant 
sites. The implementation of this model is exactly equivalent 
to that in PAUP, so that likelihood scores obtained by each 
program are directly comparable.  

MrBayes [5] is a program for Bayesian inference [14] and 
model choice across a wide range of Phylogenetic and 
evolutionary models. MrBayes uses Markov chain Monte 
Carlo (MCMC) methods to estimate the posterior distribution 
of model parameters.  

BEAST [2] is a cross-platform program for Bayesian 
Bayesian Markov Chain Monte Carlo (MCMC)  analyses of 
molecular sequences. It is entirely orientated towards rooted, 
time-measured phylogenies inferred using strict or relaxed 
molecular clock models. It can be used as a method of 
reconstructing phylogenies but is also a framework for testing 
evolutionary hypotheses without conditioning on a single tree 
topology. Since BEAST uses MCMC to average over tree 

space, each tree is weighted proportional to its posterior 
probability. See [6] for more on Bayesian inference of 
phylogeny. 

C. Result Viewers 
Tracer [13] is a program for analyzing the trace files 

generated by Bayesian MCMC runs (that is, the continuous 
parameter values sampled from the chain). It can be used to 
analyze runs of BEAST, MrBayes, LAMARC and possibly 
other MCMC programs. 

Figtree [12] is designed as a graphical viewer of 
phylogenetic trees and as a program for producing publication-
ready figures. In particular it is designed to display 
summarized and annotated trees produced by BEAST. 

D. Firefly supercomputer 
Holland Computing Center at University of Nebraska at 

Omaha, supports a diverse collection of hardware that is here 
as a campus resource, and anyone on campus is welcome to 
apply for an account on these machines. Access to these 
resources is by default shared with the rest of the user 
community via various job schedulers. The main reason of 
using this supercomputer is to take advantage of parallelism, 
so that multiple sequence files can be processed in parallel. 
 

III. Basic	structure	of	phylogenetic	
pipeline 

In order to build a pipeline, we need to identify all the 
different stages in it. Additionally we also need to find a way 
to process one after other storing intermediate results of each 
stage and passing it to the next stage. The flow of pipeline 
consists of four phases: Alignment, data formatting (using a 
tool developed earlier from our research group [1]), model 
test, and generating resultant trees. The four general phases of 
our overall design process are depicted in Fig. 1. 

                   
Figure 1. Major phases in the basic pipeline  
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IV. Development	and	
optimization	of	Beast	Phylogenetic	

Pipeline	
BEAST is a tool using an advanced approach for 

evolutionary analyses and this pipeline is hosted on Firefly to 
make use of parallel execution. To take advantage of parallel 
computing, here are four important phases in development and 
optimization of Beast Phylogenetic Pipeline: (a) Data 
preprocessing, (b) Extracting and splitting sequence files, (c) 
Generating XML files using Beauti and (d) compiling XML 
files using BEAST. Fig. 2 shows the flow of Beast pipeline.  

 
Figure 2  Data flow for Beast phylogenetic pipeline 

  
To demonstrate the result produced by the pipeline, Fig. 3 

shows the trace files of all the subsets of data and it also shows 
the total chain length 20000000 which is used to calculate 
results. The user can also observe the estimates and analyze 
how co-related the input file is. Effective Sample Size (ESS) is 
important estimate to check whether the results highly 
correlated or not. If ESS is greater than 350 then it is 
considered that the results generated are good for analyses. 
The user can observe all the resultant logs at once and can also 
analyze the combined results of all the files.  

 
Figure 3. Resultant of file of first input dataset 

 
In addition, the user can observe all the resultant logs at once 
and can also analyze the combined results of all the files. Fig. 
4 shows the trace of all the 10 subsets of data with mean 
values in y-axis and states in x-axis. 

 
 

Figure 4. Trace of all the log files of subsets of data 
 

The reason for a separate pipeline of BEAST is that it is 
very time consuming of performing analysis in BEAST and 
lots of computational resources are needed to generate results. 
For large sets of data even a supercomputer may have to take 
several weeks and even months to generate results. Therefore 
we have to optimize the implementation involving BEAST so 
that it can generate results in less time, yet without sacrificing 
accuracy. For this purpose we take a “divide and conquer” 
approach to split the original set of sequences into several files 
and execute them in parallel. Yet experiments have indicated 
that splitting the data completely by random does not 
guarantee good result. In order to optimize the pipeline, we 
have developed sequence extraction utilities Sequence-split-
logic (Fig. 12), which specifies splits the given input sequence 
file into ‘N’ parts, Where Number ‘N’ will be calculated 
dynamically during the program execution. Upon the user 
submit his/her request, the script developed by us will call the 
sequence extraction utility to split the sequences into several 
files, based on the year and location grouping.  

Since there are different criteria for splitting, we have 
developed several types of sequence split versions. By default 
the pipeline will select Sequence extraction version-1.Two 
alternatives are: Sequence Extraction v2 (Split based on Week 
Information) and Sequence Extraction v3 (which works for 
both FASTA/NEXUS files).  

Sequence-split-logic will first of all run some tests on user 
uploaded data and get some information, including number of 
different years, number of different locations and total number 
of output files to be generated. Then the utility will group all 
the sequences based upon the year and locations. The next step 
is to create split files by randomly selecting sequences from all 
different years plus all different year-locations until the 
number of sequences in that file reaches 120. This process will 
execute until it generates all the output files. 
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Once the files are created, regular/split phase was complete 
and pipeline script will move to the next phase which is 
creating XML files.  

Finally, pipeline script will create shell script files for every 
XML file and run each file on each node of Firefly.  

After the Sequence-split-logic all the chunks of files are 
executed on Beauti with customized parameters to generate 
XML files. Here we can also speed up the process of 
generating XML files by saving the customized parameters in 
a template. We can obtain the template while we generate 
XML files for the rest of the Nexus split files. We have 
developed a shell script file and use it for each XML file to 
request a node in Firefly to run. After the Sequence-split-logic 
As this utility was built using java we can compile and execute 
like a normal java program. Once the program was executed 
resultant files are generated.  

Fig. 5 shows the algorithm of sequence extraction. Data 
flow of sequence extraction utility is shown in Fig. 6. 

 
Figure 5. .Algorithm of sequence extraction 

 
Based on the number of sequences in input file, several 

subsets of output files are generated. In this phase, by using 
sequence extraction utility we have observed good results in 
BEAST pipeline both in terms of accuracy and computational 
time. When BEAST pipeline was executed without using 
Sequence-split-logic and optimization, results were generated 
in 28 days. When we employed Sequence-split-logic in 
BEAST we got results in 3-4 days, the quality of results was 
not good. Table I shows the variety of  optimization logic we 
used and the time in which results are generated. When we run 
BEAST using Sequence extraction utility with location and 
year clustering logic, We have observed good results and 
resultant log files are generated in 3-4 days which have an 
ESS of greater than 350. 

 

 
 

Figure 6. Data flow of sequence extraction utility 
. 

V. Conclusion	
    The aim of this research is to build a pipeline which 
integrates all the stages in the phylogenetic analysis and to 
optimize the flow of data in these stages to generate results in 
less computational time. We have succeeded in connecting all 
the stages in phylogenetic analysis and completed the 
objective of minimal user intervention. Our future work 
includes extending the current pipeline approaches to run in 
GPU clusters would be a nice improvement. In addition, 
sequence extraction utility can be further improved. Another 
possibility is consider how to take advantage of cloud 
computing. 
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TABLE I.  TABLE TYPE STYLES STATISTICS OF SEQUENCE EXTRACTION 
UTILITY 
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