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Abstract – Digital video now plays an important role in 

entertainment, education, and other multimedia applications. 

Artificial text in video is normally generated in order to 

complement or encapsulate the visual content and thus is an 

important transporter of information that is highly significant to 

the content of the video. Problem arises when the content of video 

getting more in time and user facing the struggle to search and edit 

the desired information. The user cannot get or copy the artificial 

text directly from video but need to retype the text content in the 

video. This will consumes a lot of times and work. The main 

objective of this project is to extract the artificial text in Chinese 

Simplified and English appear in video and save it into word 

format. This paper proposed an effective and efficient caption 

extraction  from  video.  Proposed  methods  which  comprised  of 

video segmentation, image de-nosing, image segmentation and 

optical character recognition (OCR) are used to extract artificial 

text in the video. The recognition percentage of text character in 

this project is up to 97.8%. The recognized text is saved in word 

format. The video containing different language can be extracted 

to obtain the text for future work. This system can be improved by 

extracting the scene text in the video. 
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I. Introduction 
 

Video is graphic multimedia source that has combines an 

order of images to form a moving images. Video usually has 

audio constituents that correspond with the pictures being 

shown on the display. There is no uncertainty that video has 

now become the most popular media type in our life with 

growing of digital video devices. Text detection, extraction and 

recognition of artificial text in video can help a lot in video 

content analysis and understanding, since text can provide clear 

and direct explanation of the information consisted in the 

videos. 
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The project aims to detect and recognize video images for 

searching and storing artificial texts through image processing. 

There are two types of text appeared in the video: scene text and 

artificial text. Artificial text in video is normally generated in 

order to supplement or summarize the visual content. Artificial 

text is artificially added in order to explain the multimedia 

content while scene text is textual content that was captured by a 

camera as part of a scene, such as text on T- shirts or road signs. 

The artificial text appearance is characterized by Lienhart‟s 

method [1]. The project aims to detect and recognize video 

images for searching and storing artificial texts through image 

processing. 

 

II. Proposed Algorithm 
 

The flow chart of the proposed text extraction process is 

shown in Fig.1. The colour MPEG video is the input of the 

algorithm. The video text as the output is the segmented text 

that recognized by the OCR. 

 
Start 

 
 

Get video 

frame 

 
 

Remove image noise 

 
 

Convert the image to gray-scale image 

Convert gray-scale image to binary image 

Get the final text region 

Recognize the text character 

 
 

Save the text to word format 

 
 

Video 

Text 
 

 
End 

 
Figure 1. Flow chart for video text extraction system. 
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A.  Video Segmentation 

Video was extracted into the individual frame or image for 
video segmentation. The individual image contained in the 

video will be saved as image in Portable Network Graphics 

(PNG) file format. PNG is lossless compression and supports 

true colour or grayscale, and indexed. PNG file has smaller 

sizes than either Graphics Interchange Format (GIF) or Tag 

Image File Format (TIFF) while maintain image quality [2]. 

The image with no repeated artificial word will be selected as 

the input for de-noising pro-cess. The artificial text with best 

pixel intensity will be the priority to be chosen. 

B.  Image De-noising 
Image noise may arise due to random variation of brightness 

or colour into image produced by digital camera. It also 

originate in the unavoidable shot noise of an ideal photon 

detector. The soft-thresholding rule is chosen over hard- 

thresholding in wavelet de-noising because it produces more 

visually pleasant images over hard thresholding [3]. 

Fig.  2  shows  the  first  level  decomposition  step  of  two 
dimensional (2D) image using DWT which consists up- 

sampling and filtering. The detail coefficient sub bands is 

transformed from input image due to the decomposition. The 

filters L and H shown in Fig. 2 are one-dimensional low pass 

filter (LPF) and high pass filter (HPF) respectively for image 

decomposition and original image decimated by two after the 

filter operation. This improves the frequency resolution as the 

frequency uncertainty is reduced by half [4]. The LL sub band 

comes from low pass filtering in both directions and it is the 

most like original picture. The HL comes from high pass 

filtering in the horizontal direction and low pass filtering in the 

vertical direction, known as the horizontal fluctuation. The LH 

sub band comes from low pass filtering in the horizontal 

direction and high pass filtering in the vertical direction and, 

known as the vertical fluctuation. The HH sub band known as 

it comes from high pass filtering in both direction so it is 

Diagonal Fluctuation. 

reconstructed image from IDWT (Inverse Discrete Wavelet 

Transform). 

 
 

Figure 3. IDWT two 2D image with first level reconstruction step. 
 

The sub band LL alone is further decomposed into four sub 

bands labelled as LL1, LH1, HL1 and HH1 to obtain the second 

level of decomposition, from Fig. 3 as shown in Fig. 4. 

 

 
Figure 4. DWT based image decomposition second level decomposition. 

 
Universal threshold [3] is formulated as, 

T=σ√(2logM )                                  (1) 

where σ2 is the noise variance and M is the number of pixels. 

As M increases, bigger threshold can be get, which tends to 

over smoothen the image. The threshold is subtracted from any 

coefficient that is greater than the threshold for  soft 

thresholding as (2). This moves the time series toward zero. 

           coef[i] = coef[i] –thresh                         (2)  

The Peak Signal to Noise Ratio (PSNR) is the ratio between 

maximum possible power and corrupting noise that affect 

representation of image. PSNR is usually expressed in decibel 

scale, dB. The PSNR is commonly used to measure of quality 

of reconstruction image. The signal in this case is original data 

and the noise is the error introduced. It is defined via the Mean 

Square Error (MSE) and corresponding distortion matric, the 

Peak Signal to Noise Ratio [5]. 
� �

 

MSE assesses the quality. 
 

 
 
 
 

Figure 2. First level decomposition of 2D DWT. 

 
Fig. 3 shows wavelet reconstruction process where consists of 

up-sampling and filtering. The detail coefficients can be 

assembled back into the original signal without loss of 

information. First level sub bands is multiply by two before the 

summation of filter operation. The L and H is added to get the 

Second decomposition of Haar two-dimensional (2-D) DWT is 

used to de-noise noisy image or original image since noise can 

degrade image quality and increase difficulty to extract text. 

DWT is multiresolution analysis that can analyse image at 

different frequency with different resolution. It can provides 

sufficient image information for analysis and synthesis. Haar 

DWT is the simplest among wavelets thus reduce computation 

time [6]. Fig. 5 shows the two dimensional image de-noising. 

Noise image in RGB is transformed into coefficients sub-bands 

in Figure 4 is obtained by using Haar 2-D DWT. Noise variance 

is estimated from noisy image. Threshold value is calculated 
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using universal thresholding as (1). Soft thresholding function 

will be applied to the sub-band coefficients except the low pass 

or approximation sub-band to change the coefficients. Unscaled 

white-noise is used to mask unwanted sound in the noisy image 

using sub-bands coefficient because it contains many different 

frequencies of sound [7]. Then, the IDWT is used to get the 

reconstructed image using reconstructed filter, HPF and LPF 

which noise is entirely suppressed from noise image. 

Experiment was carried out on video in MPEG-4 format. The 

video image sequences are obtained. The video image with 

480x640 resolution in PNG format that consisted of different 

artificial text character is the input of the Haar DWT. Universal 

thresholding is used to threshold the detailed coefficient of 

second level decomposition in order to remove noise in the 

image. The threshold value used for different image frame 

calculated using (1) and threshold value is shown in Table 1. 
 
 

Input/ 

Sub-bands 
coefficient 

Thresholded 
coefficients 

 
 
Output 

 
TABLE 1 

Threshold value for first and second level decomposition of Haar DWT 

Noise 

image 

2-D 

DWT 
De-noising 

2-D 

IDWT 
/Reconstru

cted image 

 

Fig. 5 Block diagram of two dimensional image de-noising. 

 

C.  Image Segmentation 
   The actual aim of the segmentation step is to divide the pixels 

of each frame of a video into two classes: 

i. region which do not contain text and    

ii. region which possibly contain text. 

Region which do not contain text are discarded and regions 

which might contain text is kept. It is called as candidate 

regions since it is not exactly a superset of the character regions. 

Equation below is used to convert the coloured or RGB image 

into grayscale image, Y. 

Y= 0.299R+ 0.587G+ 0.114B (3)
 

The intensity of the text edges is higher than that of the non-text 
edges. Thus, an appropriate threshold value can be selected and 

non-text edges in the detail component sub-bands preliminarily 

removed [1]. 

The thresholding operation is a grayscale value remapping 

operation g defined by 

0,  f(x, y) < T 

 
 
 
 
 

 
Table 1 above shows variance and threshold value for first and 

second level decomposition in each input noisy image. First 

level variance is get from the input noisy image. While the 

second level variance is get from first level Haar DWT de- 

noised image. Second level variance is higher than first level 

variance because more noise is removed from image. Higher 

variance meant larger pixel range in image. Thus, image has 

better intensity and details in image can be displayed better. The 

variance in Table 1 is used in (1) to calculate the universal 

threshold  for the corresponding of frame  image. 

        g(x, y) = {1,  f(x, y) ≥ T (4)                                               
TABLE 2

Where (x,y) represents a grayscale value, T represent threshold 

value, g(x,y) represents threshold image and f(x,y) represents 

grayscale level image pixels. Each pixel value in input image is 

compared to the threshold value, T [6]. This method is fast and 

simple [8]. The pixel will be binarized as white or black when 

the input pixel exceed the T or less than T respectively Image 

is simplified for easier analysis. Text pixels are separated from 

the background [8]. The character pixels of text separated from 

background  pixels  formed  image  that  contains  only  white 
character pixels on a black background [8]. Image segmentation 

with thresholding is used to obtain potential text blocks [1].It is 

necessary to perform pre-processing procedure to extract 

artificial text before a recognition algorithm is applied. 

D.  OCR Recognition 
OCR is performed on the segmented text images. Optical 

patterns corresponding to alphanumeric or other characters is 

classified using Optical Character  Recognition  (OCR) [10]. 

The output is directly passed to a standard OCR software 

package in order to translate the segmented text into ASCII 

[11]. The ASCII then is able to be saved and searched using 

online search engine. 

Threshold value for different input noisy image. 

 

 
Since the variance is used to calculate the universal value while 
the number of pixel is constant with 480x640 pixels. The 

increased in variance from first level to second level Haar DWT 

results the increased in threshold value. 

Table 2 above shows the input image is the original video 

frame image after Haar DWT de-noising and its corresponding 

threshold value, T. The de-noised images are converted into the 

the  grayscale  images  using  (5).  The  grayscale  images  are 

further thresholded using (6) to binary image. Different input 

image have different intensity. Thus, different threshold value 
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needed to threshold the image in order to obtain the clear text 

character. Intensity of the text edges is higher the non-text 

edges. The grayscale image consists of 0 to 255 intensity level. 

The threshold value is selected from 0 to 255.  If input pixel of 

grayscale image smaller than T, each pixel is binarized as black 

or „0‟. If input pixel of grayscale image greater or equal T, each 

pixel is binarized as white or „1‟. Colour of background and text 

is changed to black and white colour respectively. Foreground 

objects is separated from the background in image. 
 

TABLE 3 
MSE and PSNR for original image and reconstructed image. 

 
 

Table 3 above shows the MSE and PSNR between original 

image with first and second level IDWT image. The MSE of 

second level de-noised image is decreased from first level de- 

noised image MSE indicated that the level of image distortion 

with  relatively small image modification  is decreased. The 

MSE obtained using (3) is used in (4) to calculate the PSNR. 

The PSNR of second level de-noised image is increased from 

first level de-noised image PSNR since the value of PSNR is 

inversely proportional to the MSE value. The increased in 

PSNR value resulted by decreased in MSE value from first level 

de-noised image to second level de-noised image. The PSNR 

values is high for first and second level de-noised image 

because many noise is removed from image. Higher PSNR in 

second de-noised meant more noise is removed from second 

level decomposition and better image quality is obtained. 

The seven video frame text character with Chinese Simplified 

and English language in different letters is extracted. The text 

character extracted from video frame include letters, numerical 

digits, common punctuation marks and whitespace. 
 

TABLE 4 

Precision and recognition rate of text character. 

Table 4 above shows the recognition percentage of video 

frame image with different text word. The precision is high 

which is 
   

   
 and the recall is low which is

 

   
. The recognition 

percentage for the system is up to 97.8%. 
 

TABLE 5 

Recognition rate according to the type of language. 

 
 

Table 5 above shows the recognition rate of different video 

frame with different language. The Chinese Simplified text 

character is recognized better than English text character 

although the recognition of English is higher than the Chinese 

Simplified. Because there is large number of English text 

character to be extracted and incorrect recognition is decreased. 
 

III  CONCLUSION 
 

In this paper, an efficient and effective caption extraction 

method for video is proposed. The Haar wavelet transform is 

used to remove noise of PNG images of MPEG-4 video 

sequences. The selective threshold value, T is used to remove 

complexity of image by converting RGB image into binary 

image. The MATLAB function is developed on video 

acquisition, video segmentation, image de-noising and image 

segmentation. Artificial text in videos often carries the most 

important information. This information may help the video 

indexing and video content understanding. When the text is 

recognized by OCR, the accuracy of the methods can be 

improved. The recognition percentage of text character can up 

to 97.8%. The text in the video can be saved or searched for the 

translation, learning and documentation purpose. 
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