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Abstract—Knowledge extraction is a means of obtaining 

knowledge from a phenomenon occured in the environment. 

Knowledge extraction as part of a process within an information 

processing system is a very easy task for human brain to do. In this 

paper we present a new technique for knowledge extraction called 

information fusion. In the creation of new knowledge, the brain does 

inferencing to obtain an inference. In essence, when doping the 

inferencing, the brain is fusing information obtained from the 

environment with the knowledge already stored in it. The obtained 

inference is new knowledge of the system while the occured 

mechanism is called as knowledge extraction. We have developed a 

method called A3S (Arwin-Adang-Aciek-Sembiring) for knowlegde 

extraction that was already applied to our system called Knowledge-

Growing System (KGS). We also present an example with real-life 

data to show the work of A3S in performing knowledge extraction 

Keywords—A3S, Artificial Intelligence, information fusion, 

knowledge extraction, KGS 

I.  Introduction 
Processing information can be done very easily by human 

brain. Any kind of information including image, text, voice 
and taste that come from human sensory organ can be 
processed in just very very small time. The output of the 
process or the processed information, can be used as a basis 
for decision making or for the next processes. In order to make 
this explanation understandable, we can refer to ourself. The 
decision we made is always based on the information from the 
environment which is sensed by our sensory organs. The 
sensed phenomenon or information, then is delivered to our 
brain to be processed to obtain knowledge. The knowledge is 
comprehensive information that describes the sensed 
phenomenon. By knowing the phenomenon clearly, you can 
make a proper decision to anticipate what may occur at that 
time or in the future. The mechanism occured within human 
brain from the start, namely sense the phenomenon occurs in 
the enviroment, do inference to the information regarding to 
the sensed phenomenon and continued with formulate the 
decision, make a decision and act to it, is simply represented 
by SIDA (Sense-Inference-Decide and Act) cycle in Fig. 1 
which models the human thought. 
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This is a continuous cycle and will never stop. Why? As 
long as human lives, his information processing system will 
always work to process the information delivered from his 
sensory organs. If we take a look deeper on the second phase 
of the SIDA cycle namely Inference and decision formulation, 
we can see clearly that the information delivered from the 
sensory organs will be inferenced to obtain inference, that is a 
guess of the sensed phenomenon. We also have known that the 
human sensory organs consist of five elements namely, eyes, 
ears, nose, skin and tongue. The brain can have information 
from only one sensor. But in most cases, in order to have more 
complete information regarding the sensed phenomenon, 
information from more than one sensors is more prioritized to 
ensure its validity. The information from more than one sensor 
firstly has to be fused before inferenced in the next process. 

 

Fig. 1  SIDA cycle of human thought model [1]. 

The process to obtain inference can also be said as 

inferring or inferencing but they are different. The different 

between the two words is not only in their definition but also 

on the usage of them. Inferring is defined as to derive by 

reasoning; conclude or judge from premises or evidences. On 

the other hand, inferencing is the practice of inferring the 

meaning of an unfamiliar word or expression from the 

meaning of familiar words occurring with it in a context 

together with one's knowledge of or beliefs about the world. 

Inferring just needs premises or evidences to obtain an 

inference but inferencing is more complicated because it 

requires knowledge to obtain an inference. Even though those 

terminologies come from psycholinguistic field, word 

“inferencing” has wider application other fields such as 

Artificial Intelligence (AI) field [2]. Inference as the guess of 

the sensed phenomenon will become brain’s new knowledge 

regarding such phenomenon and it will be used to guess the 

future phenomenon sensed by the sensory organs. The process 

of obtaining an inference to become new knowledge is called 

as knowledge extraction. 
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In order to give a concise explanation on our concept and 
the application of the concept, the delivery in this paper will 
be as follow. A short introduction regarding the essence of the 
paper has been given in Section I. Some essential theoretical 
background will be given in Section II, followed by Section III 
where we will show you the development of the method for 
knowledge extraction. An example on the method application 
to give a solution to a real-life problem will be given in 
Section IV. The last part is Section V where we give some 
remarks regarding the method as well as the next step of our 
research. 

II. Theoretical Background 

A. Models of Information Processing 
System 
Essentially, information processing model is a theory of 

human development that uses the computer as a metaphor for 
explaining thought processes. Similar to computers, humans 
transform information to solve cognitive problems. 
Development is viewed in terms of changes in memory-
storage capacities and use of different types of cognitive 
strategies [3]. On the other hand, information processing can 
be defined as the acquisition, recording, organization, 
retrieval, display, and dissemination of information [4]. In this 
section we only take a look on three information processing 
models, namely Wicken’s model, Welford’s model, and 
Whiting’s model. 

 Wickens' Model. Wicken models the human 
information processing by dividing it into seven parts 
namely, sensory processing, short-term sensory store, 
perceptual encoding, decision making and response 
selection, response execution, feedback and 
information flow and attention. Wicken’s model is 
used for giving an introduction of some of the basics 
of cognitive science that apply to Human Factors 
design, which in this case is given to people who work 
in aviation industry. 

 Welford’s Model. Another better known model is 
Welford’s information processing model [6]. This 
model has three processes namely stimulus 
identification stage, response identification/ selection 
stage, and response programming stage. The elements 
of the model are sensory input, short and long term 
memories, decision process and action. The decision 
process is represented by a process named translation 
from perception to action which is a selection the most 
appropriate response from alternatives as the resulted 
of information processing. After the decision is made, 
the effector control controls which effector will do the 
response in term of action. This action is done to the 
phenomenon in the environment which is reperesented 
by external object.. 

 Whiting’s Model. Whiting’s model of information 
processing introduced in 1969 as comparison to 
Welford’s model. This model has seven elements [7] 

with some relevan modifications namely, things, input 
data, translatory mechanism, effector mechanism, 
output dan feedback data. The most important matter 
in this model is the inputs from perceptual mechanism 
are directly processed by tran.slatory mechanism to 
become knowledge to be delivered to effector 
mechanism 

B. Knowledge Extraction 
There are many definitions on what is called knowledge 

extraction. One defines knowledge extraction as  

the non-trivial process of identifying valid, novel, potentially 

useful and ultimately understandable patterns from large data 

collections. Other literature says that knowledge extraction is 

the creation of knowledge from structured (relational 

databases, eXtensible Markup Language/XML) and 

unstructured (text, documents, images) sources. From the two 

definitions, we can extract the essences that knowledge 

extraction is a process, the creation of knowledge and 

carried out by information processing system.  

Most of works in knowledge extraction are for getting 
knowledge from text documents such as works done by [8-12]. 
They used different methods to do knowledge extraction such 
as Fuzzy techniques, Support Vector Machine (SVM), 
decision tree, clustering techniques and Naive Bayes. At the 
writing of this paper, it is very hard to find a literature 
regarding knowledge extraction that emulate how the human 
brain works on this mechanism. 

C. Information Fusion 
The information fusion originates from the examination of 

how human can make a decision or an action in accurate and 

quick manner after having much information regarding a 

certain situation. Besides that, human can also predict or 

estimate the situation that is probably occured in the future by 

combining recent information with his/her previous 

knowledge. Human obtains much information from his/her 

sensing organs which comprises eyes, ears, nose, skin, and 

tongue. On the other hand, human also gains information from 

other information multi-source such as making 

communications with other people. After gathering 

information for multi-source, the brain does its job by fusing 

the information to become comprehensive information as the 

basis for decision making. This mechanism is called as human 

information fusion system and it is done continuously in 

human everyday life. 

Inferencing is the practice of inferring the meaning of an 

unfamiliar word or expression from the meaning of familiar 

words occurring with it in a context together with one's 

knowledge of or beliefs about the world. Given a word or we 

can say a phenomenon. The word can be given in form of 

voice or writing on the blackboard or given in those two forms 

simultaneously. As we have agreed that information which is 

delivered from multi-source is prioritized, then the brain will 

only process simultant information from ear and eyes. The 

inferencing will be carried out by fusing the information from 
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multi-source (ear and eyes) and prior knowledge already 

stored in brain’s memory. During the inferencing, brain will 

carry out information fusion and the number of fusion cycles 

is depended on the number of SIDA cycle loops. If it is only 

one-time information delivery then the brain will obtain an 

inference as the representation of comprehensive information 

resulted from information fusion. This inference is called as 

new knowledge of the brain reagarding the sensed 

phenomenon. The mechanism of having new knowledge is 

called as knowledge extraction. 

III. Developing the Method for 
Knowledge Extraction 

Essentially, Knowledge-Growing System (KGS) is a 
system that is capable of growing its knowledge along with the 
accretion of information as the time passes. On the other hand, 
knowledge extraction is the creation of knowledge. Meaning 
that there will be new knowledge after doing knowledge 
extraction. The only different is in KGS the knowledge of 
phenomenon is grown from nothing, while in knowledge 
extraction the new knowledge is obtained from patterns in a 
phenomenon. But in essence they do the same thing, namely 
obtain new knowledge. We have built new method for 
growing the knowledge, which can be said as knowledge 
extraction in KGS, called A3S (Arwin-Adang-Aciek-
Sembiring)[13]. On the next texts we will deliver the 
development of our method for knowledge extraction. 

A. SIDA Cycle Revisited 
Take a look back to Fig. 1 that depicts SIDA human 

thought cycle that has three stages with explanations as 
follow: 

 Sense. This phase is represented by the activities of 
the sensory organs to sense and to perceive the 
environment (phenomenon) dynamics. 

 Inference and Decision Formulation. In this phase, 
inference or new knowledge is grown through fusion 
or combination of information delivered from Sense 
phase with the existing knowledge. 

 Decide&Act. This phase is where the product of the 
previous phase is implemented to affect the 
environment. 

B. Knowlegde-Growing Mechanism as a 
Method for Knowledge Extraction 
Inference and Decision Formulation is the phase where 

knowledge-growing mechanism occurs through fusion or 

combination of new information with the existing knowledge 

in order to obtaining inference or new knowledge. The 

illustration of the knowledge-growing mechanism. Multi-

sensor terminology used in the table represents the five 

sensory organs belonged to human. This terminology can be 

extended to any system with more than five sensory apparatus. 

TABLE I.  THE ILLUSTRATION OF THE KNOWLEDGE-GROWING 

MECHANISM [14] 

 

Let us assume that  = 1, …, i, …, n is the number of 

sensor or information source of information multi-source or 

multi-sensor,  = 1,…, j, …, m is a collection of hypotheses or 

multi-hypothesis of phenomenon regarding the information 

supplied by the multi-sensor. At the end of the computation,  

is also functioned as the numbers of fused information from 

multi-sensor that explain a collection of individual 

phenomenon based on the multi-hypothesis. 

Notation  i

jP   represents the probability hypothesis j is 

true given information sensed and perceived by sensor i. The 

Degree of Certainty (DoC) [18] represented by  1

jP   defines 

that hypothesis j is selected based on the fusion of the 

information delivered from multi-sensor, that is, from  1

jP   

to  jP   where j =  1,…, . The subscript “1” in notation 

 1

jP   means that the computation results are DoC at time 1 

or the first observation time. This number is required if we 

want to have the next observation to be computed. The 

information fusion to obtain a collection of DoC is given in 

(1). 

  
 

1

1

i

j
j i

P

P











 

where  1

jP   and it is called as New Knowledge 

Probability Distribution (NKPD) [1][13]. This is a collection 

of information that can be furthered extracted to obtain 

inference or new knowledge. The inference or new knowledge 

at this point can be obtained by applying (2). 

    1 1

j j

estimate
P P  

 
 

where    ... max ... . This is a new notation proposed as a 

part of A3S information-inferencing fusion method which is 

the basis for KGS knowledge-growing mechanism [13]. 
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 1

j

estimate
P   is the inference of  1

jP    which later 

become new knowledge of KGS. The growing of knowledge 

over time is obtained by replace the first column of Table I to 

time parameter. The advancement of A3S method that already 

involves time parameter gave rise to new method called 

Observation Multi-time A3S (OMA3S) method and 

knowledge distribution resulted from the application of this 

method is called as New Knowledge Probability Distribution 

over Time (NKPDT) [14]. 

Back to Table I, the mechanism occurred in the table 

illustrates that the brain tries to guess or recognize the 

observed phenomenon or external object by collecting 

information through its sensory organs (multi-sensor). 

Actually in the beginning it knows nothing about the 

phenomenon. Therefore, when it uses different sensor, it 

perceives the same phenomenon as different one. By using 

information from several sensors simultaneously, it will have 

more complete knowledge regarding the phenomenon. The 

knowledge acquisition is carried out on some time interval 

using OMA3S in order to ensure that it has sufficient 

knowledge to recognize the phenomenon. The quality of the 

grown knowledge is measured using (3). 

   1 100%  j

j estimate
DoC P    

with  jP   is information-inferencing of  jP   after several 

observation time to the phenomenon and 
1

j   is  the 

knowledge probability of the most correct fused-information 

j  which represents the phenomenon at observation time 
1 . 

In the case of knowledge extraction, (3) can be used to assess 

how good is the extracted knowledge compared to the true 

phenomenon being observed. 

IV. The Application of the 
Knowledge Extraction Method – 

A3S Method 
In this section we will deliver an example of the use of 

A3S method for extracting new knowledge from patterns of 

phenomema. We did this research in one of Indonesian 

national body and developed an intelligent information fusion 

system for decision support which is tasked to obtain new 

knowledge after given a series of pattern from a sensed 

phenomenon. Refer to Tabel I and (1), the system has 42 

indications as the generalization of sensors and 8 hypotheses 

as the generalization of possible answer of the sensed 

phenomenon.  

As the example, we only use 10 indications as the inputs to 

the system and then are given to the system. Fig. 2 shows the 

results of NKPD for the first computation and this result can 

be saved to be used for the next computation. The new 

knowledge from the first observation can be exracted by 

applying (2) as follow. 

   

 

1 1

0.15,0.22,0.09,0.13,0.24,0.21,0.13,0.08

0.24

j j

estimate
P P  

 





 

 

 

Fig. 2  The output of the system. The NKPD is shown at the left side with 

variable named  1

j

i jT H P  . 

The result shows that the  5

1P   has the highest 

probability, meaning that 
5H  is the extracted knowledge from 

a pattern of 0s and 1s of the sensed phenomenon given to the 

system. The process of obtaining new knowledge does not 

stop at the first observation. We did the second and third 

observation with the results in graphic form as depicted in Fig. 

3. 

 

Fig. 3  The computation result from the second and third observation. 

The summary of all observation is given in Tabel II. 

Because for the next computation we involve time as the 

measurement of the observation, so there is a slight change for 

the row variable.  
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TABLE II.  CONFIGURATION OF TIME AND HYPOTHESIS 

-t 

indica-

tion 

-j hypothesis 

1H  
2H  

3H  
4H  

5H  
6H  

7H  
8H  

1t  0.14 0.2 0.15 0.13 0.24 0.2 0.13 0.06 

2t  0.11 0.16 0.15 0.13 0.27 0.23 0.13 0.06 

3t  0.11 0.16 0.15 0.1 0.27 0.26 0.15 0.06 

 
Fig. 4  The NKPDT of the system after three observation times. 

Directly, we can compute the system’s DoC after two more 

observation times, namely 
2t  and 

3t  by applying (3) as 

follows. 

 
2

5

5 2 100%

0.27 0 100%

27%

t estimate
DoC P    

  



 

 
3

5

5 3 100%

0.27 0 100%

27%

t estimate
DoC P    

  



 

From the three observation times as presented in Table II, 

the system is more confident that the sensed phenomenon is 

5H . This finding shows two things as follow. 

 We have proved that inferencing is carried out by 

fusing information from a pattern of sensed 

phenomenon with knowledge already stored by the 

system. 

 We also have proved that obtaining an inference has to 

be done through information fusion where the 

inference is new knowledge of the system. This 

process can be said as knowlegde extraction, namely 

the creation of knowledge. 

V. Concluding Remarks 
If we generalize “inferencing” definition by replacing word 

“word” with “phenomenon”, we can devise a new definition of 

knowledge extraction from AI perspective. But we have to 

redefine “inferencing” first. Our proposal for “inferencing” is 

the practice of inferring the meaning of an unfamiliar 

phenomenon from familiar phenomena occurring with it in a 

context together with system's knowledge of or beliefs about 

the world (environment). Therefore knowledge extraction 

would be the creation of new knowledge of unknown 

phenomenon sensed by a system by fusing the information 

from its sensor organ with its knowledge as the time 

passes. System in this context is an information processing 

system. 

Having proved our technique along with a real-life 

example, we are happy to declare that A3S is a new method 

for knowledge extraction. The advantage of our method is it 

has facility to ensure that the knowledge it extracts from a 

pattern of sensed phenomenon. This facility is a mechanism to 

fuse the extracted knowledge from each observation time. This 

what we call as hierarchical knowledge extraction and this 

can be done by applying OMA3S method. 
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