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Abstract - Dengue Fever is one of acute and deadly diseases 

that commonly happens in tropical area. The spread of it is 

also influenced by geographical condition. Indonesia, 

Particularly in Malang that is a tropical area with a 

geographical condition supports the development of this 

disease. It needs a fat-moving action to the early step 

precaution so that the number of patients can be reduced. As 

the primary decision for an early prevention, it needs 

predictions about several cases of dengue fever of some period 

in the future. The result of this prediction is needed by Public 

Health Office of Malang as one of instances that responsible of 

dengue fever cases.  

This research analyses performance as a prediction model 

in getting the predictions in a number of dengue fever cases in 

Malang, Indonesia for some different group of data. The 

models suggested are Multiplicative Holt-Winters, Additive 

Holt-Winters, Multiplicative Decomposition and 

Autoregressive Moving Average (ARIMA). Those models are 

applied in special data to some cases in Malang which is 

categorized in 3 groups, namely Lowlands (Malang Rendah), 

Mediumlands (Malang Sedang), Highlands (Malang Tinggi). 

The result shows that Multiplicative Holt-Winters model is the 

best model for lowlands, and mediumlands. Meanwhile, for 

highlands is best-used with Multiplicative Decomposition 

Keywords - Performance, Model Predictions, Holt-Winters, 

Decomposition, ARIMA, Early Detection, Dengue 

I. Introduction  

The dengue Fever is one of the acute and deadly 

diseases. It is spread to humans from mosquitos named 

Aedes Aegypti and Aedes Albopictus [1][2]. The dengue 

fever is the fastest spreading disease in the world and 

predicted that every year, there are 50 million infections 

[2][3]. 

The dengue fever develops in tropical area [6]. It 

consists of 2.5 billion people living in an endemic area 

[2][3][4]. Indonesia, as one of the tropical country surely 

becomes an endemic area for this disease. East Java, mainly 

in Malang has a supportive climate to the development of 

Aedes mosquito. Moreover, the society keeps water in 

bathtub in couple of days. Water storage in household can 

be a place for mosquitos to breed [5].  
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The East Java Public Health Office records that in 

2015, there are 19.942 cases of dengue fever with 277 

numbers of dead victims. So the level of Case fatality Rate 

(CFR) reaches to 1,4 percent. On the other hand, for 

January 2016 to January 18 reported that dengue fever 

cases in East Java are 213 and 7 people died [6].  

During January 2016, Malang as one of districts in 

East Java decided as one of five districts as endemic area of 

dengue fever. In 2015, Malang is also one of 27 districts in 

East Java that has KLB dengue fever status [6]. Over all, 

during January to February, cases of dengue fever in 

Malang attacked 517 people. Meanwhile, in 2015 in the 

same period, the number of dengue fever patients are 654 

[7]. For positive dengue fever patients known as 184 people 

and 4 of them are dead. Last year, the number of positive 

dengue fever are 205 and 7 of them are dead. The endemic 

dengue fever has happened for years [7].  

The number of patients followed by the significance 

number of death, one of them is caused by the late handling 

[8]. So, most of the patients are brought to the hospital in an 

unusual condition. For reducing that, The Public Health 

Office is responsible to take preventive actions. Benefits of 

preventive actions will feel if it is done in the right time and 

place. That is why, it needs predictions of the number of 

dengue fever patients in the future. An early warning 

system of predictive modelling can be effective tools to 

determine preparation step and control [9][10].  

 Because Malang has varied height, therefore the 

discovery of predictive models is done by dividing Malang 

into some groups.  It is important because predictive 

models of the disease can be different in a different 

location. Other than that, predictive models are not easily 

used for predicting diseases in other locations [11].  

So, this research is made in some predictive models 

that can be used for predicting number of patients of 

dengue fever and testing how those models work in 

predicting the number of dengue fever in district of Malang 

for lowlands, mediumlands, and highlands group.  

II. Literature Review 

A. Related Work 

Models development for predicting a disease has been 

done by Thailand in 2012 [12]. The model that has been 

used is Autoregressive Integrated Moving Average 

(ARIMA) by the using of monthly data from January 1981 

to December 2006 and validated with January 2007 data to 

April 2010. The result shows that the best model used is 

ARIMA (3, 1, 4) based on small MAPE value.  
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In 2015, Dung Pung et al also found predictive models 

incidents of diseases in Can To City, Vietnam [13]. This 

research used prediction period 3, 6, 9 and 12 months. It is 

decided that for that periods, it is found different models.  

Another work is done by Siriyasatien et al in 2016 

[14]. Tis research says that the power of predictive models 

can be seen from dome factors such as Akaike’s 

Information Criterion (AIC), Bayesian Information 

Criterion (BIC) and Mean Absolute Percentage Error 

(MAPE). The best model is the one who has the lowest 

AIC, BIC and smallest MAPE score. In 2015, Malaysia has 

ever done modelling and predicting disease incidents [15]. 

Even if SARIMA used, however in this research it didn’t 

find a seasonal significance patterns. Next, there is also 

another disease prediction incident in Taiwan [16].  

ARIMA and SARIMA are also mostly used in 

predicting other subjects such as energy consumption 

predictions in China [17], forecasting heat demand [18], 

analysis of aerosol optical [19], and electricity demand 

[20].  

Besides ARIMA, in some subjects it often uses 

Exponential smoothing and decomposition of predicting. 

For example, global horizontal prediction [21], energy 

consumption prediction [22], forecasting for interval-valued 

time series [23], inventory [24], and pig price forecasting 

[25].  

From the best model that has been used in previous 

research, it is not always suitable for predicting patients of 

dengue fever in Malang, Indonesia [11]. It is because 

Malang has a different type with the previous research. The 

focus of this research is the making of some predictive 

models and testing those performance models in predicting 

patients of dengue fever in the group of low, average and 

high Malang area. 

III. Research Methods 

This research is done to numbers of dengue fever 

patients in Malang from 2009-2014. It’s monthly data. The 

division data of training and testing is 70:30. Data is 

grouped into 3, Malang low, medium and high group. The 

method used is Multiplicative Holt-Winter’s, Additive 

Holt-Winter’s, Multiplicative decomposition and ARIMA. 

Steps used in this research is explained in details is every 

chapter of methodology 

 

  Holt-Winter’s Additive  
Holt-Winter’s method based on 3 smoothing elements 

which are stasioner, trend and seasonal. Here are the steps 

used in Holt-Winter’s Additive [26][27].  

1. Get the (Initial value) for ℓ0 level, development rate b0 

and seasonal factor sn-3, sn-2, sn-1, and sn0. 

2. Get the initial value for seasonal. 

3. Count prediction value of training data by using 

regression equation least square. 

4. Detrend data by reducing actual data value with 

prediction value that is obtained from previous step 

every period.  

5. Count seasonal average value data for every seasonal 

period.  

6. Count average seasonal factor every period. The 

average is 0 (zero).  

7. Count predicting value using initial value. 

8. Do value update ℓT, bT, and snT using different values. 

9. Find combination, , dan δ that can minimize SSE or 

MSE. 

10.  Count predicting value for some periods in the future 

by using combination of optimum, , and δ. 

 

 Holt-Winter’s Multiplicative  
 

Steps that are used by this research are [26][27]:  

1. Get the (Initial value) for level (ℓ), development rate 

(b), and seasonal factor (s).  

2. Get the initial value for seasonal by using regression 

equation least square. 

3. Count predicting and training value.  

4. Detrend data by dividing actual data value with 

predicting value that is gotten in previous step in every 

period.     

5. Count seasonal average value data for every seasonal 

period 

6. Multiply seasonal average value with one constant 

value so, seasonal average factor is equal to 1.  

7. Count predicting value.  

8. Do value update ℓT, bT, and snT using different values. 

9. Find combination, , dan δ that can minimize SSE or 

MSE.  

10. Count predicting value for some periods in the future 

by using combination of optimum, , and δ. 

 

 Decomposition Multiplicative  

Decomposition method consists of elements which are 

trend, seasonal and others (cyclical and other random 

influences). Steps that are used are [26][27]:  

1. Seasonally adjust the data. It can be done as follows: 

 Count average value per season. 

 Count seasonal index value for 1 season. 

 Count seasonal index value for twice seasonal.  

 Doing adjust data by dividing actual value with 

seasonal index value for twice seasonal.  

2. Extract trend value. In here, we can use the least adjust 

data in I time seasonal. Next, we can get linear 

regression or forecast function for extracting trend 

value. 

3.  Count predicting by doing multiple combination 

between trend and seasonal. 

 

 Autoregressive Moving Average (ARIMA) 

Steps used in ARIMA consist of [26][27]: 

1. Checking data stasionarity and making stationer data.  

2. ARIMA model components Identification 

3. Stasioner data then identified with its ARIMA model 

components.   

4. Data parameter estimation  

5. Model parameter estimation is done by getting 

coefficient from each component AR and MA.  

6. Model Diagnose Test  
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IV. Result and Discussion 

The data from number of dengue fever cases in 

Malang is generally seasonal. In a half of area, there is a 

trend and a half of it the trend is so small or it can be said 

there is no trend anymore. Here is pattern data plot in each 

group of Malang on Fig. 1.  

Figure 1 shows that number of dengue fever cases in 

lowlands Malang area is seasonal pattern with decreasing 

trend. It also happens in mediumlands Malang area. It is 

also seasonal and trend. In highlands Malang area, data 

shows that it is seasonal and less trend.   

From that pattern, finally it is used for training process 

to get the best model. The next training model will be used 

for predicting testing data. Comparison plot result between 

actual data and predicting result data from each group in 

Malang by using Multiplicative Holt-Winter’s method can 

be seen in Fig. 2.  

However, comparison result plot between actual data 

and predicting data result in every group area of Malang by 

using Additive Holt-Winter’s can be seen on Fig. 3. 

Comparison result plot between actual data and 

predicting data result in every group area of Malang by 

using Multiplicative Decomposition can be seen in Fig. 4.  

Comparison result plot between actual data and 

predicting result data in each group of area in Malang by 

using ARIMA method can be seen on Fig. 5.  

From all of figures, it is shown that numbers of 

patients for lowlands group area less than medium and high 

area. It is based on a fact that average and high area group 

have more supportive climate of the development of dengue 

fever vector.  

However predicting models used in this research is 

like on Table 1 and Table 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 1. Actual data plot in each group area. 

 

 

 
Figure 2. Actual data comparison plot and predicting data in every 

group of area Multiplicative Holt-Winter’s method. 

 

 

 

 
 

Figure 3. Actual data comparison plot and predicting data in every group 

area in Malang by using Additive Holt-Winter’s. 
 



 

42 

Proc. of The Fifth Intl. Conf. On Advances In Computing, Control And Networking - ACCN 2016 
Copyright © Institute of Research Engineers and Doctors, USA .All rights reserved. 

ISBN: 978-1-63248-104-7 doi: 10.15224/ 978-1-63248-104-7-16 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figures 4. Actual data comparison plot and predicting data in every group 

of area by using Multiplicative Decomposition. 

 

 

 
Figure 5. Actual data comparison plot and predicting data in each 

group of area by using ARIMA method. 

TABLE 1. PREDICTING MODEL FOR HOLT-WINTERS AND DECOMPOSITION. 

Model ℓT, bt, SnT )(ˆ Ty pT
 

Multiplicative 
Decomposition 

- 
111

ˆˆ
  pTTT STy  

Multiplicative 
Holt-Winter's 

1 1( / ) (1 )( )T T T L T Ty sn b        

1 1( ) (1 )T T T Tb b     
 

( / ) (1 )T T T T Lsn y sn      

ˆ ( ) ( ) ( 1,2,3,...)T p T T T p Ly T pb sn p    
 

Additive Holt-
Winter's 

))(1()( 11   TTLTTT bsny    
11 )1()(   TTTT bb    
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3,...) 2, 1,(      )(ˆ   psnpbTy LpTTTpT 

 

 

TABLE 2. PREDICTING MODEL FOR ARIMA 
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Predicting model by using Holt-Winter’s involved 3 

parameters, namely alpha, beta and gamma which the value 

can be different. The parameter values can be gotten by 

doing trial so that the smallest error value is gotten. In this 

research, parameter value determines automatically by 

helping of solver. For optimum parameter value for each 

model can be seen on Table 3.  

Performance results of forecasting for each model can 

be measured from several grades, including Mean Absolute 

Percentage Error (MAPE), Mean Square Error (MSE), 

Mean Absolute Deviation (MAD), and so forth. The 

performance of the proposed model in this study can be 

seen in Table 4. 

Performance in Table 4 is presented in training and 

testing process. From that table, it is shown that model 

which are from each method has different performance in 

each area. It is because the data in every group has different 

pattern, so every model is not always compatible with a 

certain data pattern. 

 

v. Conclusion 

Each model has a different performance in predicting 

the number of dengue fever cases in the group of Low 

Malang, Medium Malang, and High Malang. The 

performance is strongly influenced by the pattern of the 

existing data. For the case in a group of low Malang, the 

model Multiplicative Holt-Winter's works the best 

performance. While in the case of groups of medium 

Malang, Multiplicative Holt-Winter's method also works 

the best. And in the case of the High Malang, models of 

Multiplicative Decomposition has the most excellent 

performance. If noted, the accuracy of each model in each 

region is still relatively large group even though it can be 

said enough. For future research, this method can be 

combined with other methods to obtain a smaller degree of 

accuracy. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

TABLE 3. OPTIMUM PARAMETER IN HOLT-WINTER’S MODEL IN EVERY 

GROUP OF AREA.  

   Group 

Holt-Winter's  

Multiplicative Additive 

Alpha Beta Gamma Alpha Beta Gamma 

Lowlands 0.013 0.064 1 0.583 0.09 1 

Mediumlands 0.788 0.113 0.113 0.714 0.166 0.166 

Highlands 0.047 0.016 0.059 0.3 0.2 0.8 
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