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Abstract—Prostate cancer is the second most common cancer in 

men, with 10000 new cases and 2500 deaths every year. These 

numbers increase every year due to the ageing of the general 

populace. Computer-aided detection (CAD) of prostate cancer 

can perhaps provide a solution. Computer algorithms allow us 

to combine the enormous amount of images into a much 

smaller amount of images with high information content. 

Image segmentation is an important step of CAD system, the 

accuracy of the CAD system is related directly to the accuracy 

of the image segmentation. Thresholding techniques are the 

most used technique in image segmentation and the statistical 

approaches are wieldy used in image thresholding. The 

Gamma distribution was used for radar images processing and 

mammograms images processing, the results were promised. 

Our contribution in this paper is to use the Gamma 

distribution for PSMA segmentation. In this paper, we will use 

Gamma distribution in order to approximate the data in 

PSMA image by a mixture of gamma distributions. In this 

paper we used the maximum likelihood estimator in order to 

approximate the histogram by a mixture of Gamma 

distributions. Thresholds between classes are then estimated by 

minimizing the discrimination error between the classes of 

pixels in PSMA image. The experimental results on PSMA 

prostate images using this technique showed good thresholding 

of images.    

Keywords—Prostate cancer, PSMA images, thresholding, 

Gamma distribution, maximum likelihood.  

I.  Introduction  
Prostate cancer is the second most common cancer in 

men, with 10000 new cases and 2500 deaths every year [1, 
3]. These numbers increase every year due to the ageing of 
the general populace. Several researchers are developing 
image processing methods to detect early prostate cancer.  
Statistical approaches are widely used in the processing of 
PSMA images [4,8], Every region or class of pixels in the 
PSMA image can be seen as probability density function 
(distribution), consequently PSMA image or its histogram 
can be seen as a mixture of distributions. Most of the 
researchers assume that the data in image can be modeled by 
a mixture of Gaussian distributions [5,6]. 
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    We know that the Gaussian distribution is a symmetric 
function and the modes in the histogram of the PSMA 

images are not usually symmetric functions. For that, the use 
of Gaussian distribution in the processing of PSMA images 
is not suitable when the mode is not symmetric.   

The Gamma distribution is more general than the 
Gaussian. It used in the segmentation of the radar images 
and showed promising results in segmentation [2,7]. The 
Gamma distribution in homogeneous area is known to be: 
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 , x is the intensity of the pixel,   is the 

mean value of the distribution and N represents the parameter 

shape of the distribution. If the value of N is small then the Gamma 

distribution is skewed to the right (See Figure 1,  =50 and N=1) 

and if N is high then the Gamma distribution is symmetry and close 

to the Gaussian distribution (See Figure 1,  =50, N=12). 

 

Figure 1: Two Gamma distributions: same values of means and different 

values of N.   

 

El-Zaart al. [7] used a segmentation method with 
Gamma distribution to segment the radar images for oil 
slicks detection. Our contribution in  this paper is to adapt 
this method on the PSMA images for prostate cancer 
detection. Thresholds are selected at the valleys of a multi-
modal histogram by minimizing the discrimination error 
between classes of pixels in PSMA image. In section 2, we 
will explain the thresholding method. The estimation of 
thresholds requires an estimation of the statistics 
(parameters) of  PSMA images.  The maximum Likelihood 
Technique with Gamma distribution is therefore used to 
estimate the histogram parameters in section 3. The 
experimental result is presented in section 4. Finally, in 
section 5, we will present a conclusion about the method of 
segmentation.  



 

2 

 

International Journal of Advances in Image Processing Techniques 
                              Volume 3 : Issue 2       [ISSN 2372-3998] 

                                                                                       Publication Date : 31  August,  2016 
 

II. Thresholding of PSMA 
Images 

We consider a PSMA image I(x,y) ) which contains m 
classes of pixels. A class is defined by a set of homogeneous 
pixels and each class represents a Gamma distribution, with  

a specific value of mean   and a prior-probability p. 

Therefore, a PSMA image histogram can be represented by 
a mixture of Gamma distributions. Thus that, a mode of the 
histogram can be presented by a Gamma distribution. The 
thresholded image s(x,y) of I(x,y) is given by the following 
formula:  
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Where iC  is the grey-level value of the class i in the 

thresholded  image, for i=1...m   and  it  is the  threshold  

between two modes i and i+1, for i=1..m-1. We estimated 

the threshold 
it using Gamma distribution by minimizing the 

discrimination error between the classes of pixels in image: 
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i is the mean of the class 

(mode)  i for i=1..m  and pi is the  prior-probability of the 
class i for i=1..m. In order to estimate the threshold ti, we 
need to estimate the parameters of the histogram i.e., the 
mean and the prior-probability of each mode. We assume 
that the parameter shape N of the histogram is constant and 
it will be given by the user based on the experimentation. In 
next section, we estimate these parameters. 

  

III. Histogram Parameters 
Estimation 

       Let )( jxh  be the histogram of PSMA image, where
jx  

j=0...255 is the abscissa of the histogram. The histogram can 

be seen a mixture of Gamma distributions. 
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In order to estimate the histogram parameters of the PSMA 

image, we used the maximum likelihood estimator 

developed by El-Zaart et al. [2].  The objective of the 

maximum likelihood estimator is to minimize the error 

between the real histogram of the PSAM image and the 

constructed histogram by a mixture of Gamma distributions. 

The estimated parameters using the maximum likelihood is 

as follows: 
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The above equation are iterative and in order to estimate 
them, we need initial values of means and prior-
probabilities. To solve this problem, we used k-mean 
algorithm in order to estimate the initial parameters of the 

histogram 0

i  and 
0

ip  for i=1...m. 

IV. Experimental Results 
In this section we applied the maximum likelihood 

estimator on three real PSMA images and then we estimated 
the thresholds of each images. The number of modes 
(classes) of these images is m=3 and the shape parameter 
N=12. In the following, we present the results of each 
image: 

• Image presented in figure 2 is the PSMA original 
image, table 1 shows the estimated initial histogram 
parameters using k-mean, the estimated of final histogram 
parameters using Maximum likelihood with Gamma 
distribution, and finally the estimated threshold t1=39 and 
t2=88. We applied the estimated thresholds on the original 
image and we got the thresholded images presented in figure 
3. We can remark that the image is well thresholded. 

 

• Image presented in figure 4 is the PSMA original 
image, table 2 shows the estimated initial histogram 
parameters using k-mean, the estimated of final histogram 
parameters using Maximum likelihood with Gamma 
distribution, and finally the estimated threshold t1=35 and 
t2=85. We applied the estimated thresholds on the original 
image and we got the thresholded images presented in figure 
5. We can remark that the image is well thresholded. 

• Image presented in figure 6 is the PSMA original 
image, table 3 shows the estimated initial histogram 
parameters using k-mean, the estimated of final histogram 
parameters using Maximum likelihood with Gamma 
distribution, and finally the estimated threshold t1=45 and 
t2=90. We applied the estimated thresholds on the original 
image and we got the thresholded images presented in figure 
7. We can remark that the image is well thresholded. 
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      Figure 2: Original PSMA image   

 

TABLE I: ESTIMATION OF INITIAL AND FINAL PARAMETERS, AND 

ESTIMATION OF THRESHOLDS 

Initial parameters 

Estimated by K-mean 

Estimated parameters by 

Maximum likelihood 

320

1 
,     

62.00

1 p
                              

820

2 
, 

25.00

2 p
 

1370

3 
,

11.00

3 p
 

271  ,     32.01 p                               

592  , 39.02 p  

1383  27.03 p  

 Thresholds  Estimation 

 391 t  and 882 t  

 

 

Figure 3: Thresholded images. 

 

 

Figure 4: Original PSMA image. 

 

TABLE II: ESTIMATION OF INITIAL AND FINAL PARAMETERS, AND 

ESTIMATION OF THRESHOLDS 

Initial parameters 

Estimated by K-mean 
Estimated parameters by 

maximum likelihood 

310

1  ,     0.540

1 p                               

720

2  , 0.27 0

2 p  

1200

3  , 0.180

3 p  

241  ,     27.01 p                               

572  , 34.02 p  

1403  37.03 p  

 Thresholds  Estimation 

 351 t  and 852 t  

 

 

 

Figure 5: Thresholded images. 
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Figure 6: Original PSMA image. 

 

TABLE III: ESTIMATION OF INITIAL AND FINAL PARAMETERS, AND 

ESTIMATION OF THRESHOLDS 

Initial parameters 

Estimated by K-mean 
Estimated parameters by ML 

370

1  ,     

0.220

1 p                               

630

2  , 0.54 0

2 p  

1320

3  , 0.230

3 p  

311  ,     15.01 p                               

732  , 35.02 p  

1383  50.03 p  

 Thresholds  Estimation 

 451 t  and 902 t  

 

Figure 7: Thresholded images. 

 

V. Conclusion 
Prostate cancer is the second most common cancer in 

men. In this paper we presented a PSMA image thresholding 
method based on the Gamma distribution. The maximum 
likelihood estimator is used in order to estimate the 
histogram parameters of the PSMA images. Thresholds 
between classes (modes) are then estimated by minimizing 
the discrimination error between the classes of pixels in 
PSMA image. The experimental results on PSMA prostate 

images using this technique showed good thresholding of 
images.   As future work, we will use the threshold PSAM 
images in order to extract the feature of each region and then 
use pattern recognition techniques for object classification. 
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