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Abstract—In general, there are two types of feedback 

documents: positive feedback documents and negative feedback 

documents. These types share some knowledge because they 

retrieved using the same query. It is clear that all feedback 

documents contain some noise knowledge that affects the quality 

of the extracted features. The amount of noise is different from 

document to another. Therefore, the number of feedback 

documents affects the amount of extracting noise features. Then, 

using all feedback documents can increase the number of 

extracted noise features. However, we believe that negative 

feedback documents contain more noise than positive feedback 

documents. In this paper, we introduce a methodology to select 

some negative feedback documents to extract high-quality 

features and to reduce the amount of noises features. 

Keywords— knowledge extraction, feature selection , 

relevance feedback. 

I.  Introduction 
Relevance feedback has been used widely in the area of 

information retrieval. It has been shown to be effective with 
different kinds of retrieval models [20], [9], [18], [21], [28]. 
The idea of relevance feedback is to involve the user in the 
retrieval process so as to improve the final result set.  

The popular term-based IR models include the Rocchio 
algorithm [20], [6], Probabilistic models and Okapi BM25 
[16], [7] (more details about Rocchio algorithm and BM25 
can be found in Section 5.2), and language models, 
including modelbased methods and relevance models [15], 
[9], [28], [14], [27]. Generally, in the vector space model, 
terms have been extracted from feedback by using the 
Rocchio algorithm. Those term are used to form a new 
query vector by maximizing its similarity to relevant 
documents and minimizing its similarity to non-relevant 
documents [20]. In the language modelling approaches, the 
key elements are the probabilities of word sequences, which 
include both words and phrases (or sentences).They are 
often approximated by n-gram models [26], such as 
Unigram, Bigram or Trigram, for considering term 
dependencies. 

Some kinds of retrieval models also used pseudo 
relevance feedback [13], [12] especially when there are no 
relevance judgments available. In pseudo it has assumed that 
a small number of top-ranked documents in the initial 
retrieval results are relevant and then relevance feedback is 
applied. However, this kind of feedback suffers from  
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similarity (all eggs in one basket) and uncertainty [8]. close 
this file and download the file for “MSW A4 format”. 

Many researchers believe that there are plenty negative 
information available and negative documents are very 
useful because they can help users to search for accurate 
information [27]. However, whether negative feedback can 
indeed largely improve filtering accuracy is still an open 
question. The existing methods of using negative feedback 
for IF can be grouped into two approaches. The first 
approach is to revise terms that appear in both positive 
samples and negative samples (e.g., Rocchio based models 
and SVM [17] based filtering models). This heuristics is 
obvious when people assume that terms are isolated atoms. 
The second approach is based on how often terms appear or 
do not appear in positive samples and negative samples 
(e.g., probabilistic models [2], and BM25 [17]). However, 
using only positive feedback could help isolate most 
documents irrelevant to user needs. For example, if the user 
provides feedback documents about “apple,” using positive 
feedback documents could help make a design appropriate 
for whether the user means the fruit apple or Apple the 
accompany. Thus, using all negative feedback documents 
can affect the quality of extracted knowledge. Therefore, we 
introduce a methodology to select useful negative feedback 
documents to extract high-quality features and reduce the 
amount of noise features in the extracted knowledge. 

 

II. Text Representations 
There will be a large number of terms extracted from 

text using data mining methods. The high dimensionality of 
the feature space leads to computational complexity and 
over fitting problems. The simple way to reduce the 
dimensionality is the filtering approach, which filters 
irrelevant terms based on the measures derived from the 
statistical information. Feature selection has been an active 
research area in pattern recognition, statistics, and data 
mining communities. Feature selection can significantly 
improve the comprehensibility of the results by reducing the 
dimensionality.  

Many types of text representations have previously been 
proposed. A well-known one was the bag of words that used 
keywords (terms) as elements in the vector of the feature 
space. In [10], the tf*idf weighting scheme was used for text 
representation in Rocchio classifiers. Enhanced from tf*idf, 
the global IDF and entropy weighting scheme proposed  by 
Dumais [4] improved performance by an average of 30%. 
Various weighting schemes for the bag of words 
representation approach were given in [1]. The problem of 
the bag of words approach was how to select a limited 
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number of feature terms in order to increase the system’s 
efficiency and avoid over fitting [22]. In order to reduce the 
number of features, many dimensionality reduction 
approaches have been conducted by the use of feature 
selection techniques, such as Information Gain, Mutual 
Information, Chi-Square, Odds ratio, and so on [22].  

The choice of a representation on what one was regarded 
as meaningful units of text and meaningful natural language 
rules for the combination of these units was reported in [22]. 
With respect to the representation of the content of 
documents, some research works have used phrases or n-
grams rather than individual words [5]. In [23], a phrase-
based text representation for Web document management 
was proposed that used rule-based Natural Language 
Processing (NLP) and Context Free Grammar techniques. 
Recently a concept-based model that analyzes terms on the 
sentence and document levels was introduced in [24], while 
the existing concept-based text mining approaches usually 
relied upon their employed NLP techniques.  

The main problem is that the training document contains 
different knowledge in different documents. For example it 
contains long documents and short documents both 
documents are contain user information need. What makes 
documents interested to the user can be one paragraph only.  

Therefore, the problem is that these traditional steps 
cannot remove all the noise from the data. Based on that 
observation, we propose a new methodology that can be 
used to reduce the noise in the training documents. As we 
know that the length of a document is different from one 
document to another, the question here can be whether the 
user is interested in all the paragraphs in the document or 
not. We believe that not all training documents useful to 
extract knowledge from. And we believe that short 
documents is more important than long documents. Because 
short documents contains less noises data. 

 

III. Methodology 

A. Document Selection 
 

The most frequently used collection for experiments in 
information filtering is the Reuters dataset. During the past 
decade, several versions of Reuters corpora have been 
released. The most recent version of this popular data 
collection, the Reuters Corpus Volume 1 (RCV 1), was 
selected for this experiment [25]. The RCV1 dataset 
contains approximately 100 topics. The documents on each 
topic are divided into two groups: training and testing. The 
training group of documents are divided into two groups: 
positive training documents and negative training 
documents. There is some overlap knowledge among 
feedback documents. Most importantly, some overlap 
knowledge is noise knowledge. Based on this knowledge, 
the training documents can be grouped into three groups. 
The first group is all positive feedback documents. The 
second group is negative feedback training documents that 
contain unique knowledge. The third group is negative 
feedback documents that contain large amounts of noise and 
some overlap knowledge with positive feedback documents. 
The knowledge extracted from the third group of documents 
affects the quality of extracted knowledge from the feedback 

document and uses the system to make wrong decisions in 
the ranking algorithm. To isolate the three groups of 
documents, we introduce the following steps: 

 

 Extract knowledge from all feedback documents. 

 Rank the training documents using extracted 
knowledge and the following function: 

Rank(d)=∑tϵT w(t) τ(t,d) 

    ( )  ∑ ( ) (   )

   

 

Where  ( )   (   )  and  (   )    if      ; 
otherwise  (   )   . 

 Select all positive feedback documents as the first 
group. 

 Select bottom n negative feedback training 
documents as the second group. 

  
|  |

 
 

 

 Used n negative feedback documents and positive 
feedback documents to extract knowledge.  

The algorithm takes time to rank and select training 
documents O(mlog

m
). 

 

B. Data set 
 

Reuters Corpus Volume 1 (RCV1) was used to test the 
effectiveness of the proposed model. RCV1 corpus consists 
of all and only English language stories produced by 
Reuter’s journalists between August 20, 1996, and August 
19, 1997 with total 806,791 documents. The document 
collection is divided into training sets and test sets. TREC 
(2002) has developed and provided 100 topics for the 
filtering track aiming at building a robust filtering system. 
The topics are of two types: 1) A first set of 50 topics are 
developed by the assessors of the National Institute of 
Standards and Technology (NIST)(i.e., assessor topics); the 
relevance judgments have been made by assessor of NIST.  
2) A second set of 50 topics have been constructed 
artificially from intersections of pairs of Reuters categories 
(i.e., intersection topics) [25]. For that reason we use the 50 
assessor topics in this paper where the result is more 
reliable. Figure 1 shows the number of training documents 
for each topic in the positive and negative feedback training 
documents. RCV1 collection is marked in XML. To avoid 
bias in experiments, all of the meta-data information in the 
collection has been ignored. The documents are treated as 
plain text documents by preprocessing the documents. The 
tasks of removing stop-words according to a given stop-
words list and stemming term by applying the Porter 
Stemming algorithm are conducted [11]. 

 

IV.  Evaluation 
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In this paper, we conduct binary text classification to test 
the proposed approach. We use routing filtering to avoid the 
need for threshold tuning, which is beyond our research 
scope. The proposed model in this paper is assumed that not 
all training documents are useful to train the classifier. 
Therefore, we try to reduce the number of the training 
documents randomly and study the effect of that to the 
classifier result.  

According to Buckley and others [3], 50 topics are 
adequate to make a stable, high quality experiment. This 
evaluation used the 50 expert-designed topics in Reuters 

Corpus Volume 1 (RCV1) [25]. RCV1 corpus consists of 
806,791 documents produced by Reuter’s journalists. The 
document collection is divided into training sets and test 
sets. These topics were developed by human assessors of the 
National Institute of Standards and Technology (NIST). The 
documents are treated as plain text documents by 
preprocessing the documents. The tasks of removing stop-
words according to a given stop-words list and stemming 
term by applying the Porter Stemming algorithm are 
conducted 

 

A. Used Models and Setting 
The main models used in to conduct the result were the 

well-known term-based methods Rocchio. For each topic, 
we chose 150 terms in the positive documents, based on 
tf*idf values for all term-based models. The Rocchio 
algorithm [19] has been widely adopted in the areas of text 
categorization and information filtering. It can be used to 
build the profile for representing the concept of a topic 
which consists of a set of relevant (positive) and irrelevant 
(negative) documents. The Centroid  ⃗  of a topic can be 
generated as follows: 

 
 

|  |
∑

 ⃗

|| ⃗||
  

 

|  |
 ⃗   

∑
 ⃗

|| ⃗||
 ⃗   

 

Where we set         in this paper. 

Fig. 3: Comparison of original Rocchio and the proposed method in each topic. 

 

Fig. 1 : Number of positive and negative training documents in in the data set. 

Fig. 2. Comparison of 11-pointers results of original 

Rocchio and the proposed Method. 
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B. Evaluation Measures 
 

Precision p and recall r are suitable because the complete 
Classification is based on the positive class. In order to 
evaluate the effectiveness of the proposed method, we 
utilized a variety of existing methods; Mean Average 
Precision (MAP),breakeven points(b/p), the precision of top-
20 returned documents, F-scores and recall at 11-points  
(IAP). 

 

Table 1: Detailed Comparisons Of Original Rocchio And 

The Prposed Mehod. 

 Top-20 MAP F`β=1 b/p IAP 

Rocchio 0.486 0.451 0.442 0.432 0.473 

Rocchio* 0.495 0.459 0.449 0.436 0.841 

%Change 2% 1% 2% 2% 2% 

* The proposed method 

  

These methods have been widely used to evaluate the 
performance of information filtering system. A statistical 
method, t-test, was also used to analyses the experimental 
results. The t-test assesses whether the means of two groups 
are statistically different from each other. If the p-value 
associated with t is significantly low (<0.05), there is 
evidence to reject the null hypothesis, and the difference in 
means across the paired observations is significant. In 
summary, the effectiveness is measured by five different 
means: the average precision of the top 20 documents, F1 
measure, Mean Average Precision (MAP), the break-even 
point (b=p), and Interpolated Average Precision (IAP) on 
11-points. The larger their values are, the better the system 
performs. 

 

C. Results And Discussion  
 

Table I shows the results of the comparison between the 
proposed models and the traditional Rocchio models 
assessment of all topics. It is clear that not all negative 
training documents are useful for extracting knowledge. 
Additionally, Figure 2 shows the comparison results for 11 
points in all the negative feedback documents and selected 
negative training documents. Figure 2 proves that not all 
negative training documents are useful and that the proposed 
model produces good results for selecting useful negative 
feedback documents. Figure 3 illustrates the selection of 
some negative feedback decreases for some topics. The 
figure shows different affects among topics, but in the 
overall results, the proposed method results in significant 
improvement. 

V. Conclusion 
 

We assumed that not all training documents are useful in 
the training process. The major reason is that some 
documents have more noise data than useful data. Using 
these documents causes the extracted features to contain 
many noise features. Negative feedback documents contain 
more noise than positive feedback demounts, primarily 

because negative feedback can be everything but positive. 
Based on these results, a clustering method can be used to 
group training documents into three groups. As shown in the 
results section, reducing the number of training documents 
by selecting some negative training documents improves the 
results. In the future we are planning to improve the 
selection process and test the model in more than one model. 
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