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Abstract—Traveling salesman problem is of the known and 

classical problems at Research in Operations.  Many scientific 

activities can be solved as traveling salesman problem. Existing 

methods for solving hard problems (such as the traveling 

salesman problem) consists of a large number of variables and 

constraints which reduces their practical efficiency in solving 

problems with the original size. In recent decades, the use of 

heuristic and meta-heuristic algorithms such as genetic 

algorithms is considered. Due to the simple structure of meta-

heuristic algorithms that have shown greater ability is more 

used by researchers in operational research. In this study, the 

improved genetic algorithm is used to solve TSP that the 

difference of it with the standard genetic algorithm is in the 

evaluation function. The new evaluation function is from a 

common evaluation function and a new idea. 

Keywords— Travelling Salesman problem, genetic 

algorithms , problems of NP-Hard, NP-Complete, Hamiltonian 

cycle  

I.  Introduction  
The travelling salesman problem in the 18th century by the 

Irish mathematician named Sir William Rowam Hamilton 

and the British mathematician named Thomas Penyngton 

Kirkman was studied. It is believed that the overall shape of 

the TSP was studied firstly by Kalr Menger in Vienna and 

Harvard[1]. The main motivation for the study on the TSP 

does not arise directly from the application, but also stems 

from this fact that this problem provides an ideal platform 

for studying the general methods which can be applied to a 

wide range of discrete optimization problems[2]. The idea of 

problem is to find the shortest path of sellers with starting 

from a specific city, meeting once an n city and eventually 

coming back to the city of origin. The question that arises 

here is that, in what order should we meet the cities so that 

the minimum distance is? 
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This problem plays as a sub-problem in many 

applications of transport. For example, the issue of setting 

school bus routes for students to ride in an area, visiting the 

gas turbine engine, computer wiring, the timing of the 

delivery of food to those with disabilities, the timing of 

cranes in warehouses, setting routes for trucks to remove the 

post packages. Although the applications of transportation 

are the most natural TSP applications, because the model is 

simple it would lead in a large number of attractive 

applications in other areas. A classic example, the timing of 

machine for drilling holes in the circuit boards, in which 

drilling holes ,cities and when to move the tip of drill from a 

hole to next one is the cost of travel. TSP has special 

significance because a large number of practical applications 

can be demonstrated in this way. 

In addition, it has a significance of theory in complexity 

theory because TSP is one of the classes of combinatorial 

optimization problems of NP-Complete that is of the hard 

optimization problems, because the set of solutions of 

possibility that satisfy the conditions of problem but not 

necessarily optimal, are finite, although they are usually 

very large[2]. So it has this feature that progress on it leads 

to the development on combinatorial optimization problems. 

So far, a lot of efforts to find a reasonable way to solve this 

problem have been proposed which can be roughly divided 

into two categories: general and detailed procedures. The 

exact algorithms typically have very high computational 

time and it is impractical to use them to great things, 

therefore, the use of approximate methods is more 

applicable. In the category of approximate methods, 

approaches using random search terms such as genetic 

algorithms are easier and provide better results, so the 

algorithms used in numerous articles and it has been focused 

on various aspects of them. In this paper, we aim to 

introduce a new evaluation function in genetic algorithms to 

solve the traveling salesman problem. According to the 

authors' knowledge, this paper is the first attempt to focus 

more on the evaluation function to solve this problem. The 

rest of the contents of this article are as follows. Part 2 

focuses on the definition of the traveling salesman problem. 

In the third part we have a review of earlier work. In Section 

4, the proposed method has been introduced. We will review 

the test results at the Section 5, at end of Section 6 

Conclusions and future work will be dealt. 
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II. Defining the problem 
The travelling salesman problem is shown with full graph 

with weighted edges G= (V,E) that V is a set of n node or 

vertex (n = |V|) that indicates cities and E ⊆V ×V is a set of 

edges or directed edges. To each edge (i, j)∈E the length of 

djj  that is the distance between the cities of I and j that is i, 

j∈V, is attributed. The travelling salesman problem can be 

naturally Symmetric or asymmetric.  In the asymmetric 

travelling salesman problem (aTSP), the distance between 

the nodes of I and j is dependent on edge scan direction, at 

least one edge (i, j) that there is dij ≠dji.  In the symmetric 

travelling salesman problem, for all of the edges there is the 

equation dij = djj in E. the aim of the travelling salesman 

problem is to find Hamiltonian cycle with the least length of 

graph. Hamiltonian cycle is a closed path that all of the 

nodes of G are met only once. So, an optimal solution for 

travelling salesman problem is permutation of π from the 

nodes with index of {1,.......,n} so that the length of f(π) is 

least, that f(π) is measured by the following formula:  

 

 ( )  ∑   ( ) (   )    ( )          ( )
   
            

  

 

III. Earlier works 
One of the first applications of dynamic programming, is 

Held-Karp algorithm that solves TSP problem in time O(n). 

Other approaches include various types of algorithms of 

branching and restrictions, the gradual recovery algorithms 

that apply the techniques are reminiscent of linear 

programming. To achieve the optimal solution to the 

problem is of inefficient aspects of computing. By taking n 

as the number of cities to be visited, will be the number of 

possible routes that cover all cities (n-1)! /2 (and thus the 

number of possible solutions to TSP). For problems with 

large size, it is almost impossible to obtain the Maintaining 

the Integrity of the Specifications optimal solution in a 

reasonable time. The context for the development and 

application of approximation algorithms, or heuristic has 

been created. Never approximation methods that do not 

guarantee the optimal solution, however, close to optimal 

solutions are provided in a reasonable time. Heuristic 

algorithms are available in different categories that we can 

mention the Heuristics to create or improve net. Different 

heuristics for the net include nearest neighbor heuristic, 

greedy, etc. Heuristics to create net after finding a net, do 

not try to improve it, instead, after production a net with a 

heuristic to create, tries to improve their nets have been 

found. Heuristic exchange 2-opt and 3-opt and the k-opt this 

purpose have been proposed[1]. Heuristics of exchange of 2-

opt and 3-opt and the k-opt have been proposed for this 

purpose. 

 

Along with heuristic algorithms, a large number of 

searches have used random searching such as banned 

research[4], genetic algorithms, ant colony algorithm[5,10], 

PSO algorithm[11,12]. A comparison between a numbers of 

random search algorithms can be found in [13]. 

For some reasons as inherently parallel algorithm, global 

search and a simple implementation, genetic algorithm is 

now one of the most random search algorithms[14]. Genetic 

Algorithm first proposed by Holland in 1975[15]. The 

genetic algorithm is based on Darwin rules about 'survival of 

the fittest'. Under this rule the fittest people is more likely to 

survive and more likely that their good genes to be 

transferred to the next generation. In GA, each individual (or 

chromosome that is part of the population) indicates a 

possible solution to this problem.   

The first scholar that used genetic algorithm to overcome 

the problem of TSP was Brady[16]. Many articles have used 

genetic algorithms to solve this problem. The documents 

focus on genetic algorithm not only to improve the quality 

of the final results, but also try to reduce the time of 

calculation of genetic algorithm [14]. 

Often these documents focus on some aspects of genetic 

algorithms such as how to display solutions (chromosomes), 

operators[17,23] and selection methods. In order to 

completely examine the different types of displaying 

solutions as well as cutting and mutation operators that have 

been used to solve this problem in the genetic algorithm[24] 

you can refer to. In [27] three methods of selection of 

tournament, roulette wheel and roulette wheel based ranking 

were compared to solve this issue and on the basis of test 

results stated that the selection tournament creates better 

results stated that the selection of tournament has better 

results than other two methods. [25] And [26] an overview 

of some of the efforts to solve this problem with genetic 

algorithms has been done. 

Due to the relatively slowness of GA, certain documents 

dealt with improving the computation time of the algorithm. 

In algorithm [14] PREGA is presented, which aims to 

eliminate duplicate computations and is based on reducing 

the example. The idea Beyond the PREGA is identifying 

common genes in all chromosomes in early generations to 

eliminate duplicate computations. 

The combination of genetic algorithm with other methods 

is also widely used. In the [27] combination of genetic 

algorithms and local search methods for solving 

optimization problems has been studied. The authors in the 

various forms, have examined the complementary roles that 

can have use of local search methods to improve 

performance of genetic algorithm, and the process of genetic 

algorithm that can use them,. The [28] authors focus on the 

combination of genetic algorithm and dynamic 

programming to solve the problem TSP and various articles 

that have used this combination have been examined. GA 

combination with other methods of random search is also of 

other approaches that have been used in various articles. 

Cuckoo search [29] method with genetic algorithm in order 

to avoid exposure to local minimums has been used. In [30] 

with GACO algorithms that combines genetic algorithm and 

ant colony is used to solve the TSP problem. 

 

As mentioned, existing efforts to improve the genetic 

algorithm to solve TSP problem have studied various 

aspects of it but there is no attempt to evaluate the effect on 

the results. To achieve this goal, in this paper we have 

introduced the results of a new evaluation function to solve 

the problem. The results showed performance improvements 
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using the new evaluation function compared to traditional 

evaluation function. 

 

 

IV. The proposed method 
In genetic algorithms there are lots of cases such as 

problem encoding, how to select the initial population, 

population size, the maximum number of generations, the 

standard stop, the possibility of cutting the risk of mutation, 

the function evaluation, elitism, operator selection, cutting 

operator, operator mutations that selection of these affects 

the performance of GA. In the following sections, the 

configuration used in genetic algorithms has been proposed. 

A.  Problem encoding 
At this stage, we make decisions about how 

chromosomes are shown. Choosing a bad way can lead to 

exposure of GA in a local minimum. Using binary 

representation that consists of bits 0 and 1 because of the 

extreme magnitude and complexity of the checking credit of 

produced chromosomes at the end of each generation is 

impractical. However, if all the above problems are 

overcome, the convergence rate is very low and the 

solutions obtained is not optimal. The method used here is 

the symbolic display for each chromosome [31]. In this 

method, we show each chromosome with a one-dimensional 

array of integers between 1 and n. In other words each 

chromosome represents a cycle and any gene represents a 

city.  

 

With these definitions, the following mathematical 

model for TSP can be made: 

Suppose that C = {1,2, ... i, ... n} are the cities that are met. 

Therefore, each chromosome can be demonstrated as 

follows: 

 

  (             )       (2) 

 

A round of chromosomes can be represented as follows: 

 

                (3) 

 

In this model, each chromosome to be valid, it must meet 

the following conditions:      

 

             

                    (4) 

                        

 

With this model, as well as binary encoding problem does 

not occur, cutting and mutation operators also can be used. 

The study focuses on the standard traveling salesman 

problem (symmetrical) and since there is a path between any 

two cities, we are not concerned about the validity of the 

links. 

 

B. Selection of initial population 
The initial population is randomly selected. Accordingly, 

for producing each chromosome in the population, 

permutation of numbers from 1 to the number of cities is 

produced. 

 

Since the assumption is that all cities are connected to 

each other, producing all chromosomes are valid. 
 

 

 

 

 

 

 

 

 

 

 

 

C. evaluation function 
At GA, we need to a measure to compare our 

chromosomes accordingly and recognize their optimality. 

The criteria for each chromosome in TSP are equal to the 

cost of avoiding that the chromosome shows.  

According to the model previously mentioned, if the cost 

matrix is shown with D, then Dij represents the cost of the 

route between the city i to j. So the cost of each 

chromosome can result in the following:        

 

     ( )  ∑  (       )   (     )
   
                      (5) 

 

Thus, each chromosome that its cost is lower is better. 

 

Since standard TSP problem is intended, we have: 

 

 (     )   (     )      (6) 

 

What has been mentioned is the common assessment that 

all articles and books have been introduced for the traveling 

salesman problem. But this function has a weakness that is 

shown in an example and by providing a new method we 

eliminate the disadvantage.  

 

If you have two chromosomes as 8 and with common 

methods they are evaluated, both are equal to the value of 

200 with the same fitness.  

 

Although the fitness of the two chromosomes are equal, 

but the two chromosomes in order to go to the cities, and 

then in cost of route between the cities are different. If the 

two chromosomes are more closely considered, we can see 

that the chromosome (b) has a route at a cost of less than 

chromosomes (a). According to the philosophy of the 

genetic algorithm, the chromosome (b) is better than (a) 

because it has shorter routes, even although two or three 

routes in this chromosome has a very high cost. The cause of 

this issue is that by the cutting operators we can extract low-

 
Figure 1-Comparison of two chromosomes with net length of 200 
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cost routes from chromosome (b) and use them to amend 

other chromosomes that it will increase the effectiveness of 

GA. 

 

Now we would like to define evaluation function in a way 

that this important thing is met and between two 

chromosomes (a) and (b) there be a difference. To be able to 

make the difference between two chromosomes, the first 

proposal is the product of cost of paths in addition to the 

sum of their costs when evaluating the chromosomes. The 

reason for use of the product of cost of routes is this that the 

product of large numbers is greater than smaller numbers. 

Accordingly, we prefer that the product of cost of 

chromosomes' path is less that this indicates that the 

chromosome is of low-cost routes or indeed a series of low-

cost and effective routes exist in this chromosome. The 

proposed cost function in the first place will be as follows: 

 

     ( )  ∏  (       )
   
     (     )        (7) 

 

On the other hand, the use of the product is possible only 

for problems with a small number of cities because the 

calculations volume gets too high and because we always 

want to get the answer as soon as possible, this suggestion 

has not reached the desired result. Finally to solve the 

problem of calculation volume of the multiplication, 

logarithm function can be used and thus multiplying turned 

to the addition. Since the monotonic function is a 

logarithmic function, it can keep the problem situation. So 

for the first proposal evaluation function, matrix of cost of 

route between the cities once at the beginning of the 

algorithm is taken and then the cost of routes of  

chromosomes are added together. Therefore, the proposed 

evaluation function will be as follows: 

 

 ̂           (8) 

     ( )  ∑ ̂(       )

   

   

  ̂(     ) 

Use only a proposed assessment function has no good 

result, it is therefore important that both functions (the 

common and proposed proposal) to be used for evaluation. 

For this purpose, we use the following weight equation:  

 

             (   )         (9) 

 

Where α is a constant between 0 and 1 that 0.7 is 

considered in this study. In this case, we could have the 

benefits of both functions simultaneously. So the 

chromosome is better that has less cost.  

 

D. Elitism 
Elitism in GA means that some of the best chromosomes 

in each generation are directly transferred to other 

generation. This would result in this that we consistently and 

over many generations have the best chromosomes. We in 

this study consider 5% of the population as the elites and 

they are transferred directly without any changes to the next 

generation. 
 

E. Selection operator 
One of the most important operators in GA is selection 

operator. The right choice of this operator has a great impact 

on the final result of GA. This operator is used to select a 

parent to reproduce. By choosing two parents to combine, 

we choose the area of the search space is explored in the 

next generation. Selection Operators are very numerous and 

some of them are: roulette wheel, rank-rating tournament 

[32]. 

 

Selection operator is very impressive on population 

convergence. Thus, according to the application that we 

have we should be careful in choosing the right operator. In 

this study because we wanted to postpone convergence, the 

tournament operator with size of 10 was used. In this 

method, a subset of the population people are randomly 

selected with specified size; then the chromosome that 

among those is with the lowest cost will be introduced as a 

parent. 

 

F. cutting operator 
Using cutting operation, we combined with two 

chromosomes to get better chromosome. So we try to define 

cutting operator so that the children of parents combined, 

has low-cost links of parents, so the children have a lower 

cost to the parents [33]. Therefore various cutting operators 

have been introduced [17, 23]. Each of these operators is of 

advantages and disadvantages. In this study, based on the 

needs, the cutting operator introduced by M. Obitko [24] has 

been used to produce better chromosomes.  

 

In this way the cut-off point will be selected randomly 

and then permutations of the first parent are copied until the 

cut-off point of the first child and then the second parent is 

searched from beginning and any symbol that in the child 

has not been copied, will be copied in the child. The 

combination method of two chromosomes in this way you 

can see in Figure 2. 

 

 
Figure 2. The single-point cutting operator [34] 

 

G. mutation operator 
Mutation operator is the one that operates only on a 

chromosome and randomly change one of the genes in the 

chromosomes. One of the goals that we apply mutation 

operator, is increasing the diversity of population that makes 

up the population will not be soon convergent. 
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In this study, the opposite window mutation is used. In 

this way two points on a random basis on are selected and 

then the gene sequence (numbers) between these two points 

gets reverse. Figure 3 shows the use of this operator on a 

chromosome. 

 

 
Figure 3.Reverse window mutation operator 

 
Table 1.parameters of GA 

Population 

size 

Maximum 

number of 

evolution 

Cutting 

probability 

Mutation 

probability 
 

40 2000 0.7 0.2 value 

 

 

H. Features of given GA 
We have used the genetic algorithms shown in Table 1 

[35]. For this we have selected the mutation rate relatively 

high that we can control the convergence of the population. 

 

To declare the convergence of the population we need to 

introduce a measure of stop. Stop criteria vary and they can 

be the number of produced generations, the standard 

deviation of the population, and optimized level for the 

ultimate solution or the past generations and in it the best 

chromosome has not changed. Since in this study the 

objective of demonstration is display of the effectiveness of 

the proposed evaluation function, we have considered the 

stop measure reaching the maximum number of evolution so 

that justice is observed. In this case, the best chromosome of 

the population would be the optimal solution. 

 

V. Simulation and presenting 
results 

All tests were conducted using a sample of current issues 

in TSPLIB. Results are from 10 times of the performance of 

each of the algorithms and the average on their answers. As 

seen in Table 2, the proposed algorithm compared to 

standard GA algorithm in the same conditions (in terms of 

structure, values and operating conditions) has found a 

better solution. Accordingly, it is possible to realize the 

extent to which the evaluation function definition can be 

effective in solving the problem and a small change in the 

evaluation function will result in better and more solutions. 

 

 

 

 

 

 

 

Table 2-results of tests 

The found 

cycle 

length by 

proposes 

method 

The found 

cycle 

length by 

GA 

standard 

Optimal 

cycle 

length 

Number of 

cities 

Problem 

name 

8207.8 8230.1 7542 52 Berlin52 

718.86 722.58 629 101 Eill01 

462.11 462.11 426 51 Eil51 

596.05 598.38 538 76 Eil76 

25326 25680 22141 100 KroB100 

115570 115880 108159 76 Pr76 

1391.8 1399.8 1211 99 Rat99 

 

VI. Conclusion and 
recommendations 

Traveling salesman problem, the problem is well known 

and classical in operational research. This can represent 

many problems and scientific activities that to solve needs 

optimization methods involving many variables and 

constraints are taken into account. Therefore, solving 

problems such as genetic algorithms, neural networks and 

frequency heuristic methods to overcome this problem are 

suggested. In this regard, meta-heuristic algorithms because 

of its simple structure and abilities that have been shown 

have been used by many researchers.  

 

In this study, the improved genetic algorithm has been used 

to solve TSP that is different in evaluation function with 

standard genetic algorithm. The new evaluation function is a 

combination of evaluation function and applying one other 

operator on the length of routes that the result is providing 

the paths with lower costs. 

 

The proposed method was evaluated on seven sets of 

standard graph and the results of which indicate the 

maximum reduction of 20% of route length in some graphs 

and also the average of loss of about 7% over the route on 

the entire experiments.  

 

Including proposals that can be presented in order to 

improve the proposed method, is using multi-objective 

optimization methods that using them can be reach a better 

solution than a single objective mode. 
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