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Abstract—Today, many people are at risk of heart attack. 

Echocardiogram imaging techniques, looking at the eye doctors 

to view patients with heart attack risk is difficult to determine. In 

this case, the possibility of making an incorrect diagnosis by 

doctors rises. Recently, many computer-based decision support 

systems have been developed to decrease wrong diagnosis 

possibility in the field of echocardiogram. The main purpose of 

these decision support systems designed to help expert doctors in 

the field of medical diagnostics. In this study, an echocardiogram 

diagnostic (ED) based on Linear Discriminant Analysis (LDA) 

and Fuzzy C-Mean (FCM) clustering algorithm (LDA-FCM-ED) 

system is presented. This echocardiogram diagnostic based on 

Linear Discriminant Analysis and Fuzzy C-Mean clustering 

algorithm system is composed of two stages. First step is the 

feature extraction and feature reduction stage by using LDA and 

second step is clustering stage by using FCM unsupervised 

classifier. In stage of feature reduction, LDA is used to reduce the 

attributes from 12 to 4. In clustering stage, features obtained in 

first stage are fed into the FCM unsupervised classifier. The 

correct diagnosis performance of the LDA-FCM-ED clustering 

system for diagnosis the echocardiogram is calculated by using 

classification accuracy, sensitivity and specificity values 

respectively. The classification accuracy of this LDA-FCM 

clustering system for diagnosis of the echocardiogram (LDA-

FCM-ED) was obtained 93.44 %. This result is better than FCM 

and other existing unsupervised classifier methods. 

Keywords— Linear Discriminant Analysis (LDA), Fuzzy C-

Mean (FCM) unsupervised classifier, Echocardiogram data, 

confusion matrix. 

I. Introduction  
Echocardiography, the ultrasonic sound waves, allowing 

examination of the heart various structures is a diagnostic and 
research methods. In vascular system, an ultrasonic diagnostic 
method is used. In the today world, vibrations, which are the 
sound wave frequencies of millions per second in the vicinity.  
These vibrations are used for medical ultrasonic sound.  
Ultrasonic sound waves of the body tissue in a certain 
direction are rapidly advancing the 5140 feet per second on 
average. While these advances have come across according to 
the tissue characteristics they undergo reflection and breaking. 
Reflected in the different structures of the heart that sound 
waves with a special receiver (piezoelectric transducer) is 
received and converted into electrical signs. These marks will 

be converted into pictures, display or paper record is reflected 
by reflection of ultrasonic waves. Artificial heart valve that is 
inserted into the structure and functioning of the state also can 
be evaluated by echocardiography. Ventricle by 
echocardiography (the heart ventricles), and the movement of 
the wall cavity, the heart muscle and heart valves can be 
analyzed for their growth. This process is not a question of no 
harm to patients. Be done is quite simple. However, the 
evaluation must be experienced to be able to do. There are 
several types of echocardiograms. These can be ordered as 
below: 

Transesophageal echocardiogram: This transesophageal 
echocardiogram requires that the transducer be inserted down 
the throat into the esophagus [1]. The esophagus is placed 
close to the heart, clear images of the heart structures can be 
obtained without the interference of the lungs and chest.  

Transthoracic echocardiogram: Transthoracic 
echocardiogram is the standard echocardiogram. Transthoracic 
echocardiogram is a painless test similar to X-ray, but without 
the radiation. It uses the procedure by the same technology 
used to evaluate a baby's health before birth [2]. A hand-held 
device named a transducer is placed on the chest and transmits 
high frequency sound waves (ultrasound). These high 
frequency sound waves (ultrasound) bounce off the heart 
structures, producing images and sounds that can be used by 
the doctor to detect heart damage and disease.  

Intravascular ultrasound: Intravascular ultrasound is a form 
of echocardiography done during cardiac catheterization. The 
transducer is threaded into the heart blood vessels by a catheter 
in the groin during this procedure. The transducer is often used 
to provide detailed information about the atherosclerosis 
(blockage) inside the blood vessels.  

Stress echocardiogram: This stress echocardiogram is 
performed while the person exercises on a treadmill or 
stationary bicycle. This stress echocardiogram can be used to 
visualize the motion of the heart's walls and pumping action 
when the heart is stressed. This stress echocardiogram may 
expose a lack of blood flow that isn't always apparent on other 
heart tests. This stress echocardiogram is realized just prior 
and just after the exercise.  

Dobutamine or adenosine/sestamibi stress echocardiogram: 
This Dobutamine stress echocardiogram is another form of 
stress echocardiogram. Moreover, instead of exercising to 
stress the heart, the stress is obtained by giving a drug that 
stimulates the heart. This Dobutamine stress echocardiogram 
is used to evaluate your heart and valve function when you are 
unable to exercise on a treadmill or stationary bike. At the 
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same time, this Dobutamine stress is also used to determine 
how well your heart tolerates activity.   

In literature, there are many studies about automatic 
diagnosis of echocardiogram. In one of these studies, authors 
presented a new classification system that is based on fuzzy 
level sets sub grouping classification system [3]. This new 
classification system permits a fast classification method with 
quite accurate results. In this study, classification results are 
compared to some existing results in the literature. 

In the other study about automatic diagnosis of 
echocardiogram, it is introduced an automatic method for 
classification and segmentation of different intracardiac 
masses in tumor echocardiograms [4]. Classification and 
segmentation of selected benign tumor echocardiograms were 
performed. In that study, oscillator network was used with 
network weights defined for both whole texture region and 
texture boundary detection for the tumor segmentation. This 
method has similar accuracy performance and its segmentation 
duration is sufficiently. The obtained results by using 
oscillator network classification method were discussed and 
compared with the artificial neural network classifier.  

In this study, an echocardiogram diagnosis system based 
on LDA feature reduction and FCM clustering algorithm was 
proposed. LDA was used for feature reduction stage and FCM 
unsupervised classifier was used for clustering stage. Results 
of experiments shows that proposed LDA-FCAM-ED system 
is more efficient than FCM and some other existing methods. 

II. The Feature Reduction Process 
In this study, The Linear Discriminant Analysis (LDA) 

method was used for feature reduction. LDA is a class specific 
discriminative [5,6]. This technique benefits supervised 
learning to find a set of base vectors. These base vectors are 
demonstrated as tk. The tk vectors are ratio of the between- and 
withinclass scatters of the training sample set, which is 
maximized. For find tk base vectors, the following generalized 
eigenvalue problem is solved. 
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 are the LDA subspace base vectors. L 
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and within class scatter matrices. These matrices can be given 
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here, a  is the number of classes and 
NRx  is the data 

sample. kX
 is the set of samples with class label k .  k  is 

the mean for the all the samples with the class label k .  kB
 is 

the number of samples in the class k . If vG
 is non-singular, 

the base vectors tk sought in Eq.(1) are the first  L  largest 

eigen values 
 Lkk 1

. It can be obtained its 
representation in LDA subspace by a simple linear projection 

xT T

 for a given test sample x due to the LDA base vectors 
are orthogonal to each other [5, 6]. 

III. Echocardiogram Database  
In this paper, the echocardiogram data set from the UCI 

machine learning repository was used. All patients in this 
dataset suffered from heart attacks in the past [7-9]. Some of 
these heart attack patients are still alive and some of these 
heart attack patients are not. One patient had previously 
suffered a heart attack again against the risk of heart attack 
should be followed for at least a year. Echocardiogram 
database information used in this study was organized for this 
problem to be unpredictability. 

Attributes of the echocardiogram database used in this 
study are given below [7]: 

Attribute 1: Label of this attribute is “The survival”. The 
number of month’s patient survived.  

Attribute 2: Label of this attribute is “The still-alive”. It 
has binary value. In here, 0 is dead at end of survival period 
and 1 is still alive. 

Attribute 3: Label of this attribute is “The age of patient at 
heart-attack”. In here, age in years when heart attack occurred. 

Attribute 4: Label of this attribute is “The pericardial 
effusion”.  It has binary value. In here, pericardial effusion is 
fluid around the heart. 0 is no fluid and 1 is fluid. 

Attribute 5: Label of this attribute is “The fractional 
shortening”. It is a measure of contracility around the heart 
lower numbers are increasingly abnormal. 

Attribute 6: Label of this attribute is “The epss”. Larger 
numbers of they are increasingly abnormal. 

Attribute 7: Label of this attribute is “The lvdd”. It means 
left ventricular end-diastolic dimension. This is a measure of 
the size of the heart at end-diastole. Large hearts tend to be 
sick hearts. 

Attribute 8: Label of this attribute is “The wall motion 
score” In here, a measure of how the segments of the left 
ventricle are moving. 

Attribute 9: Label of this attribute is “The wall motion 
index”. It equals wall-motion-score divided by number of 
segments seen. This variable is used instead of the wall motion 
score. 

Attribute 10: Label of this attribute is “The mult”. It means 
“a derivate var which can be ignored”. 

Attribute 11:  Label of this attribute is “The name”. It is 
name of the patient. This Attribute was not used in the LDA-
FCM-ED system. 

Attribute 12: Label of this attribute is “The group”. In here, 
values of this attribute are meaningless or ignore it. 
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Attribute 13: Label of this attribute is “Alive”. It has 

Boolean value. 0 means patient was either dead after 1 year or 
had been followed for less than 1 year. 1 means patient was 
alive at 1 year. 

IV. Echocardiogram Diagnostic 
based on LDA and FCM Clustering 

System  
In this section, an echocardiogram diagnostic based on 

Linear Discriminant Analysis (LDA) and Fuzzy C-Mean 
(FCM) clustering algorithm (LDA-FCM-ED) system is 
introduced. This echocardiogram diagnostic based on LDA 
and FCM clustering algorithm (LDA-FCM-ED) system is 
composed of from two stage: The feature reduction stage by 
using LDA and clustering stage by using FCM unsupervised 
classifier. In stage of feature extraction and feature reduction, 
LDA is used to reduce the attributes from 12 to 4. In clustering 
stage, features obtained in first stage are given to inputs of 
FCM unsupervised classifier. The block diagram of the LDA-
FCM clustering system for diagnosis of echocardiogram used 
in this study is given in Fig. 1.  

The Echocardiogram Database

The Feature Extraction and Feature Reduction Stage 

Linear Discriminant Analysis (LDA) Method is used to reduce the 

attributes from 12 to 4.

The Clustering Stage  

Fuzzy C-Mean (FCM) Cluster

The Decision Space  

 1 – Alive

0 - Dead

 

 

 

Fig.1. The block diagram of the LDA-FCM clustering 
system for diagnosis of echocardiogram.  

A. The Feature Reduction Stage of LDA-
FCM clustering system  
In this stage, the Linear Discriminant Analysis (LDA) was 

conducted to this database. Echocardiogram database with 13 
attributes and 132 records were used in the experimental 
works. It is worth to mention that 71 records were discarded 
because of the missing values and 1 attribute (The name) was 
discarded. Thus, 61 samples with 12 attributes were used in 

LDA-FCM clustering system. All attributes are explained in 
Section 3. These 12 attributes are the survival, the still-alive, 
the age of patient at heart-attack, the pericardial effusion, the 
fractional shortening, the epss, the lvdd, the wall motion score, 
the wall motion index, the mult, the name, and the group 
respectively. 

In this database, there are two class labels: 0 (0 means 
patient was either dead after 1 year or had been followed for 
less than 1 year) and 1 (1 means patient was alive at 1 year). 
The class value number of samples are 44 for 0 (patient was 
either dead after 1 year or had been followed for less than 1 
year) and 17 for 1 (1 means patient was alive at 1 year). 

B.  The Clustering Stage by Using Fuzzy 
C-Mean of LDA-FCM Clustering System 
The FCM is the one of the unsupervised classification 

(clustering) technique [10, 11]. It is a clustering technique that 
is different from hard k-means. The FCM uses fuzzy 
partitioning such that a data point can belong to all groups 
with different membership grades between 0 and 1. Also it has 
an iterative algorithm. The goal of it is to find cluster centers, 
which are called as centroids that minimize a dissimilarity 
function. Therefore, the membership matrix (U) is randomly 
initialized as appropriate to Eq.(4) for providing of fuzzy 
partitioning, [12]. 





c

i

ij nju
1

,...,1,1                      (4) 

Moreover, the dissimilarity function of FCM can be given 
as below: 


 


c

i

n

j

ij

m

ij

c

i

ic duJcccUJ
1 1

2

1

21 ),...,,,(   (5) 

The symbols and meaning of these used in FCM can be 
given as below: 

Symbol Meaning 

ci the centroid of cluster i 

uij membership and between 0 and 1 

m є [1,∞] a weighting exponent 

dij the Euclidian distance between ith 

centroid(ci) and jth data point 

 

In FCM algorithm, there are two processes to reach a 
minimum of dissimilarity function. These processes are Eqs.6 
and 7. 
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The readers may find the more knowledge about the 
algorithm of FCM proposed by [12, 13].   

V. Experimental Works and 
Results 

In the experimental works, the echocardiogram dataset was 
considered that was mentioned in Section 3. All experiments 
were conducted on Matlab [17]. Due to nature of the 
unsupervised clustering methods, all dataset was used for 
testing the performance of the proposed LDA-FCM clustering 
system.    

The performance of the proposed LDA-FCM clustering 
system was evaluated by using several metrics such as 
classification accuracy, sensitivity and specificity analysis, and 
confusion matrix performance evaluation methods respectively 
[14]. For this reason, firstly, the correct diagnosis rate of 
echocardiogram was calculated for obtaining the results of 
clustering accuracy analysis for LDA-FCM clustering system 
for diagnosis of echocardiogram. For estimating of this 
clustering accuracy, the equation of classification accuracy in 
[14-16] was used.  

Secondly, results of sensitivity, specificity and accuracy 
analysis of LDA-FCM clustering system for diagnosis of 
echocardiogram were calculated. These values of this LDA-
FCM clustering system were performed by using equation in 
[14]. True positive (TP), true negative (TN), false negative 
(FN), and false positive (FP) terms are commonly used along 
with the description of sensitivity, specificity and accuracy. 
Sensitivity, specificity and accuracy are described in the 
following equations [18-20];   

FNTP

TP
ySensitivit




  (8) 

FPTN

TN
ySpecificit
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FNFPTNTP
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  (10) 

Thirdly, confusion matrix of LDA and LDA-FCM 
clustering system for diagnosis of echocardiogram were given 
in Table 1 and Table 2, respectively. 

 

TABLE 1. THE OBTAINED CONFUSION MATRIX BY USING FCM CLUSTERING 

SYSTEM. 

  /   Desired 

Output 
Number of alive Number of dead 

Number of alive 17 (TP) 6 (FN) 

Number of dead 0 (FP) 38 (TN) 

TABLE 2. THE OBTAINED CONFUSION MATRIX BY USING LDA-FCM-ED 

CLUSTERING SYSTEM 

  /   Desired 

Output  
Number of alive Number of dead 

Number of alive 17 (TP) 4 (FN) 

Number of dead 0 (FP) 40 (TN) 

 

As one can see in Table 2, 17 alive samples were classified 
as alive. Thus, the true positive of the confusion matrix was 
17. In addition, 0 alive samples were detected as dead which 
indicated the false positives. There were 4 false negative 
samples and 38 dead samples were classified as dead which 
symbolized the true negatives. The calculated sensitivity, 
specificity and the accuracy values are 80.95%, 100% and 
93.44% respectively. K-Mean, FCM and LDA-FCM 
evaluation results were given in Table 3. 

TABLE 3. PERFORMANCE COMPARISON OF  FCM, LDA-FCM AND K-MEANS 

CLUSTERING SYSTEMS  

 

Folds 

Number of 

Data 

K-

Means 

FCM 

% 

LDA-

FCM 

Sensitivity 61 77.27 73.91 80.95 

Specificity 61 100.00 100.00 100.00 

Accuracy 61 91.8 90.16 93.44 

VI. Discussion and Conclusion 
In this study, an echocardiogram diagnostic based on 

Linear Discriminant Analysis (LDA) and Fuzzy C-Mean 
(FCM) clustering algorithm (LDA-FCM-ED) system is 
introduced. This echocardiogram diagnostic based on LDA 
and FCM clustering algorithm (LDA-FCM-ED) system is 
occurred from two stage: The feature extraction and feature 
reduction stage by using LDA and clustering stage by using 
FCM unsupervised classifier. In stage of feature extraction and 
feature reduction, LDA was used to reduce the attributes from 
12 to 4. In clustering stage, features obtained in first stage are 
given to inputs of FCM unsupervised classifier. The correct 
diagnosis performance of the LDA-FCM clustering system for 
diagnosis of the echocardiogram is estimated by using 
classification accuracy, sensitivity and specificity analysis and 
confusion matrix respectively. 

These results of this LDA-FCM-ED clustering system used 
in this study were given in Section 4. According to these 
results LDA-FCM clustering system is more efficient than 
previous methods used for diagnosis of the echocardiogram in 
literature, which are mentioned in Section 2. 

Moreover, as shown from obtained results, the used LDA-
FCM-ED clustering system can be very helpful to the 
physicians for their final decision about their patients. The 
physicians can determine more accurate decisions than 
previous by using LDA-FCM clustering system for diagnosis 

of the echocardiogram. 
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