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Abstract—Skin cancers are the most common form of cancers 

in humans [An accurate segmentation of skin images can help the 

diagnosis to define well the region of the cancer. Image 

processing techniques has been used for processing the skin 

cancer images. Image thresholding is an important concept, both 

in the area of objects segmentation and recognition. This paper 

proposes a new thresholding method for skin cancer images 

based on between class variance with a mixture of Gamma 

distributions.  The proposed method estimates the threshold 

iteratively in order to decrease the running time of the algorithm. 

The experimental results showed that the new method 

thresholded well the skin cancer images.  

 Keywords—skin images; image thresholding; between class 

variance; Gamma distribution.   

I.  Introduction  
Image segmentation is an important step in image analysis, 

pattern recognition, and computer vision. The segmentation is 
used to detect an object in many fields. In skin images, the 
segmentation can detect the cancer regions. The present 
method is encountered this problem by using Gamma 
distribution to present data on images that have more than one 
class. Gamma distribution is a statistical model that is used to 
analyze distribution of gray levels in image histogram, which 
is used in different thresholding methods. In this paper, it is 
used since its capability to provide symmetric and non-
symmetric histograms. Threshold techniques can be classified 
mainly into six groups according to the information they are 
exploiting [8, 9, 10, 11, 12, 13]. They are: 1) Histogram-based 
Methods. 2) Clustering-based Methods. 3) Object attribute-
based Methods. 4) Spatial Methods. 5) Local Methods 6) 
Entropy-based Methods. However, this work's goal is 
improving Otsu's method [6, 7], so it can estimate the optimal 
threshold values of images based on Gamma distribution, by 
using iteratively algorithm. Otsu’s method is weak when it 
comes to dealing with low contrast images or where the object 
is small as in [3]. In general, Otsu’s method produces a 
threshold value that maximizes between-class variances. This 
work focuses on improving Otsu’s thresholding method to 
generate threshold value automatically for a grayscale images 
based on Gamma distribution. Symmetric and asymmetric 
histogram distribution of the intensity values can be 
represented by using Gamma distribution [5]. Gamma 
distribution is extensively more than Gaussian distribution, 
which only represents symmetric histogram distribution of the 
intensity values.  

 

 This paper  is organized as follows: section II presents the 
relates works. Section III, demonstrates the proposed method 
which is based on Gamma distribution. Section IV, showed 
the experimental results and finally, in section V presented the 
conclusion. 

II. Related Works 
Between Classes variance method [1] is one of the most 

popular methods for its simplicity and efficiency [4]. It is 
based in thresholding technique. It depends on selecting the 
optimal threshold value that maximizes the between-class 
variance of resulting object anod background classes. The 
search for the optimal threshold done sequentially until finding 
a value that makes variance between two classes or more 
maximum. In this section, will demonstrate Otsu’s method and 
its development which made it fast in computational. If the 
image in the two dimensions is represented by the function f 
(x, y) and the values of it in gray-level have the range between 
[0...L], where L=255. And let N represent the whole number 
of pixels in the image. The number of pixels with gray-level i 
is h(i), i= [0,1,..., L] that represent the histogram of the image. 
For the simplest, normalize of the histogram was computed 
which represents the probability of occurrence of gray-level i 
as the follows: 
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The total average or mean value of the image computed as: 

 
 

 ∑       

   

   

 

For the single thresholding, image pixels will be divided 
into two classes C1{0,1,..., t}, and C2{t,,..., L-1}, where t is 
the threshold value. Usually, the resulted image from this 
method corresponds to separate the object (C2 that represents 
the class of bright pixels) from the background (C1 that 
represents the class of dark pixels). The probability of these 
two classes is: 

       ∑         
   and         ∑      

    

And the mean for them are: 

  
     ∑       

           and   
     ∑             

   
    

Then by using discriminate analysis [1], Otsu proves that 
optimal threshold (t*) can be obtained by maximizing the 
between-class variance as: 

                    
       (1) 



 

56 

International Journal of Advances in Image Processing Techniques– IJIPT 
Volume 2 : Issue 2  [ISSN : 2372-3998] 

Publication Date : 30 October, 2015 
 

Where the between-class variance (  
     ) is defined as:  

  
                                       (2) 

Many papers have been published which study the 
improvement of this method [7, 21]. In [2], the author 
improves Otsu’s method to make it more efficient in 
computational side. He used the derivation computation to 
find the optimal threshold value in iteratively manner rather 
than searching in sequential that decrease the loop, and then 
the time of CPU needed for the computational process. He 
concluded to the following formula for two classes: 

  
     

 
 

This formula has convergence property [2] (in each 
iteration the threshold value converges to be optimal). In [7], 
the authors also developed algorithm to compute multilevel 
threshold values faster, using recursive algorithm with look-up 
table that shortens the huge number of mathematical 
operations needed in this situation. However, this method is 
only applied when the histogram is symmetric but for 
asymmetric histogram it is better to use Gamma distribution as 
described in the next section. 

III. Proposed Method 
The proposed method is based on the classical method of 

between class variance developed by Otsu [1]. We model the 
image histogram by a mixture of distributions. Histogram 
represents statistical information for image pixels. It describes 
pixels intensity distribution in an image by graphing the 
number of pixels intensity at each gray level or color intensity 
level. The histogram can be symmetric and non-symmetric, in 
our proposed method we used Gamma distribution in order to  
approximate the skin cancer images histogram by a mixture of 
Gamma distributions.  The Gamma function defines as [5]: 
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           √       x is the intensity of the pixel, µ 
is the mean value of the distribution and and N is the shape of 
distribution. In our method, Gamma distribution used to 
estimate the mean values of the image modes and then find the 
optimal threshold value. Figure 1, shows the Gamma 
distribution for one mode with different shape parameter N 
and same value of mean µ.  

 

Figure 1: Gamma Distribution with the same mean and different shape 

parameter N. 

 This Section will demonstrate our proposal method which 
is based on Otsu’s method using Gamma distribution. We 
improved our method and gave it the ability to deal with small 
objects.  

Hui-Fuang suggested adding a weight with Otsu’s method 
for detecting small object [3]. The author observes when select 
the threshold value to be on the valley of the two peaks (from 
the histogram), the probability of occurrence at the threshold 
value (pt) has to be small. Based on this observation he 
proposed to add the weight to Otsu’s method which will 
improve it for selecting threshold values. However, this 
method called “valley-emphasis”. Objective to select a 
threshold value that has small probability of occurrence 
(valley in the gray-level histogram), and it also maximizes the 
between class variance, as in the Otsu method [3].  By 
applying the weight (1-pt) to Otsu’s method is the key of the 
valley-emphasis method. The smaller the (p(t)) value, the 
larger the weight (1-pt) will be. This weight ensures that the 
result threshold value will always be located in at the valley or 
bottom rim of the gray-level distribution [3]. As Otsu’s 
method, the valley-emphasis method also attempts to 
maximize the between-class variance of the histogram. Based 
on Hui-Fuang’s work we proposed our method for bimodal 
thresholding as the following: 

                                        (      )(4) 

Where the probability of occurrence of gray-level t is 
defined as: 

     
    

 
  ;       

           

 
 

n is the total number of pixels in a given image.       is the 
first derivative of the probability. 

We consider h(i), i = 0 … 255 be the bimodal histogram of 
the original image. We assume that the histogram of an image 
can be seen as a combination of Gamma distributions. The 
mean values of each mode can be estimated using Gamma 
distribution [5]. We used Gamma distribution because it has 
the ability to represent both symmetric and non-symmetric 
mode rather than the limited Gaussian distribution that 
describes only the symmetric mode better. However, the mean 
values will be as the following: 

        
√∑        
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 (5) 
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√     
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Where µT the total mean of image, µ1 the mean value of 
the first class and µ2 the mean of the second class. h(i), i = 0 
… 255 is the histogram of image. Here, we aim to divide the 
histogram in two classes C1{0,1,..., t}, and C2{t+1,..., 255}.  
Where t is the threshold value.  Consequently we can define 
the thresholded image as:  

       {
                

             
  (7) 

Where f(x,y), is the original image, and g(x,y) is the 
thresholded image result. 

Therefore, we calculate the first derivative of Eq. (4) then 
we set it to zero [2] to get the optimal threshold value as: 
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The optimal threshold will be [13 ]: 
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Where 

                   (           )         

                                          (9) 
and 

                     
 

     
 

 

     
   

IV. Experimental Results 
In this section, we applied the proposed thresholding 

method on four skin images. The first column in figure 2 
represents the original skin images and the second column 
represents the thresholded images with the estimated 
threshold. We noticed that our proposed method segmented 
well the skin images. 

V. Conclusion and Future Works 
This paper presented a new thresholding method based on 

between class variance with a mixture of Gamma 
distributions. Gamma distribution can model data where the 
histogram is skewed to right or symmetric. We developed a 
new formula for image thresholding and we estimated the 
threshold iteratively that make the running time more quickly 
than the sequential search on the optimal threshold.  The 
experimentation showed that our proposed method gave good 
in the image thresholding. As future work, we use the 
segmented image in order to extract features and classify the 
region as skin cancer or not. 

 

                Original Image 

 

            Result  Image (t=63) 

 

Original Image 

 

Result  Image (t=116) 

 

Original Image 

 

Result  Image (t=81) 

 

Original Image 

 

Result  Image (t=102) 

Figure 2: Original skin cancer  images with thresholded images 
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