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Abstract— We present a new approach, which is capable of 

providing real-time processing of DNA sequences using an optical 

joint Fourier transform correlator (JTC). The DNA sequences 

are treated as 2-D images instead of numeric data. Simulation 

experiments are employed to demonstrate the effectiveness of the 

proposed approach to search for and to obtain locally and/or 

globally similarity/dissimilarity between the two DNA sequences.  
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I.  Introduction  
Biologists are looking for fast real-time processing 

techniques to analyze the huge amounts of data in the form of 

DNA sequences. In this regard, various computer-based 

algorithms have been used to map and detect the similarities 

and/or dissimilarities across the tested DNA sequences such as 

local and global alignments, and multiple-sequence alignments 

where symbolic structures of the DNA sequences as string, 

tree, and graph are used [1-3].  

DNA sequences are usually treated as the symbolic data A, 

G, C, and T corresponding to the four types of nucleic acids: 

Adenine, Guanine, Cytosine, Thymine, respectively. 

Alternatively, the structures of genomic sequences can also be 

represented by numeric form where well-known digital signal 

processing techniques (such as discrete Fourier transform or 

wavelet transform [4-6]) are developed to analyze the numeric 

signals for many applications [7-9]. For instance, 

hypercomplex signals which are considered as the general 

form of quaternion signals [10-12] are used for pairwise 

alignment and determining the cross-correlation of DNA 

sequences to find both the global and local matching between 

two DNA sequences based on cross-correlation algorithm.  

On the other hand, the optical processing techniques, which 

are well established in many fields of research and technology,  

present solutions over the conventional digital techniques for 

processing biometric features [13-17]. For instance, optical 

correlator approaches are used for various information 

processing applications. The 2-D processing capability, the 

fast processing speed, and the non-interfering communication 

of optical correlators, provide fast real-time pattern 

recognition.  In this regard, the joint Fourier transform 
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correlator (JTC) has been found to be inherently suitable for 

real-time applications and it has been widely investigated [18-

22]. In this paper, we propose a framework based on optical 

joint Fourier transform correlation to efficiently analyze and 

explore the genetic data. First, the examined DNA sequences 

are prepared as 2-D images for optical processing. Then, these 

images are processed to detect local and global matching 

among the examined sequences.  The effectiveness of the 

proposed method is verified and demonstrated by simulation 

experiments.  

II. Optical Correlation Processing 
For DNA Sequence Matching 

In optical pattern recognition, Fourier transform based 

information processing is widely used [23, 24].  In particular, 

the joint Fourier transform correlator (JTC) is an attractive 

technique for real-time optical processing [22-25] due to the 

fact the JTC does not require a complex filter in the Fourier 

plane as well as meticulous alignment requirement when 

compared to the classical VanderLugt correlator. Improvement 

JTC-based techniques to enhance some features of the 

correlation in the output plane are found in literatures [18, 20, 

22] such as the binary JTC (BJTC) and the fringe-adjusted 

JTC (FJTC). Unlike BJTC, the FJTC does not produce higher-

order harmonic correlation peaks in the output plane.  

However, for multiple target detection, the FJTC cannot 

eliminate the false alarms for input scenes containing multiple 

identical targets as well as multiple non-target objects. 

However, a multi-step JTC using Fourier plane image 

subtraction technique was proposed to suppress the zero-order 

term and false alarms generated by identical objects in the 

input scene [20].  This technique is used in this paper to 

illustrate the usefulness of the proposed method for DNA 

sequences. 

A classical joint transform correlator is shown in Fig. 1, 

where the input joint image is displayed at the input plane of a 

spatial light modulator (SLM) and may be expressed as 
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where r(y) represents the reference pattern and s(y) represents 

the unknown input scene that may contain multiple target 
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non-target patterns denoted by 


n

i ii yyn
1

)( .  Note that one 

dimensional notation is used for simplicity.  Applying Fourier 

transform to the input joint image of Eq. (1), we get 
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where |R(v)|, |S(v)|, |Ti(v)|, and |Ni(v)|, are the amplitudes, and 

r(v), s(v), ti(v), and ni(v) are the phases of the Fourier 

transforms of r(y), s(y), ti(y), and ni(y), respectively; v is a 

frequency domain variable scaled by a factor 2 / f ,  is the 

wavelength of collimating light, f  is the focal length of lenses 

L1 and L2 [19].   

A square-law detector, placed in the back focal plane of 

L1, produces the intensity or the joint power spectrum (JPS) 

corresponding to Eq. (2): 
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Eq. (3) contains the desired cross-correlation between the 

reference and the targets, and other correlation produced due 

to the autocorrelation between the identical input scene targets 

and due to the autocorrelation between the identical non-

targets themselves.  The JPS is displayed on the second SLM 

and then Lens L2 of Fig. 1 performs an inverse Fourier 

transform. The correlation results appear on the output plane 

and they are detected by a square-law device. False correlation 

peaks are expected to appear in the output plane as it will be 

shown later. 

From (3), it is evident that the correlation output will 

consist of a pair of autocorrelation peaks corresponding to 

each target in the input scene, a zero-order terms, cross-

correlation peaks between the reference and the non-target 

objects that may be present in the input scene, and false alarms 

produced due to the autocorrelation between identical targets 

and identical non-targets present in the input scene. 

A Fourier plane image subtraction technique can be used to 

eliminate the false alarms that are generated automatically in a 

JTC when multiple targets or identical non-target objects are 

present in an input scene [20].  In this technique, both the 

input-scene-only power spectrum (
2

)(vS ) and the reference-

image-only power spectrum (
2

)(vR ) are subtracted from the 

JPS of Eq. (3).  Thus, the modified JPS is: 
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An inverse Fourier transform of this modified JPS yields the 

correlation output: 
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Eq. (5) shows that the subtraction operation eliminates the 

zero-order terms, the false alarms generated by similar input 

scene targets and identical non-targets, and the cross-

correlation terms between other objects that may be present in 

the input scene.   
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. A classical JTC architecture. 

 

 

Fig. 2 illustrates the JTC technique.  Fig. 2(a) is a joint 

image that contains a reference letter T in the lower part of the 

joint image; whereas the upper part has an input scene that 

contains multiple target letters (T), multiple similar non-target 

letters (A), and other non-target letters (C and X).  Fig. 2(b) 

illustrates the correlation output produced by a classical JTC. 

From this figure, the correlation peaks values of the targets are 

much lower than the other correlation peaks (for instance for 
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AA or TT in the input seen). In addition the DC value 

dominates all the correlation peaks values in the output plane.  

Fig. 2(c) show how the Fourier plane image subtraction 

technique eliminates the correlation peaks for the targets letter 

(letter T), the non-targets letter (letter A) as well as the DC 

values peaks within the input seen image. 

Next, the symbolic structure representation of DNA 

sequences are prepared for optical processing in the JTC set-

up. In this regard, the symbolic structure of the DNA strings 

are text-to-image converted into optical images.  
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Figure 2. (a) Joint input image; (b) classical correlation output; and (c) 
correlation output after using subtraction technique. 

III. Experimental Results 
A typical DNA sequence has multiple appearances of the 

symbols letters „A‟, „C‟, „G‟, and „T‟.  It is clear that the JTC 

is well-suited to process this type of images.  Note that the 

letters „C‟ and „G‟ resemble each other and the cross-

correlation between them produces very close results and may 

cause misses in the recognition process. For this reason, in any 

DNA sequence, the letter „C‟ is replaced with the letter „X‟ to 

make the discrimination process more successful.  

To examine the performance of the proposed method, 

DNA sequences are employed in the following three 

experiments.  The first experiment illustrates the detection of 

single DNA element in a given sequence. Regardless of how 

many elements in the sequence, the JTC detects their 

presences and their locations as well their counts. Fig. 3 shows 

the results of this experiment. Fig. 3a is the input joint image 

and the target is the letter „G‟.  Fig. 3b is the correlation 

output showing the correlation peaks where the letter „G‟ is 

detected. Note that in Fig. 3b only half of the correlation spots 

are displayed since the other half is a duplicate of the first half.  

Fig. 3c illustrates a trace line across the correlation output to 

easily visualize the correlation peaks.  Note that the count of 

the letter „G‟ is fifteen as expected. 
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Figure 3. Single-detection: detection of DNA element (nucleotide) “G” in a 

given sequence. (a) DNA sequence and the target letter; (b) the correlation 

output; and (c) 2-D trace curve of the correlation output. 
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The results of the second experiment are shown in Fig. 4.  

Fig. 4b presents the detection of the start codon „ATG‟ within 

a DNA sequence as indicated in Fig. 4a. The start codon 

„ATG‟ was successfully detected in three different locations as 

pointed out by the arrows in Figs. 4b and 4c. The third 

experiment demonstrates how a whole sequence can be easily 

detected by the optical correlation as shown in Fig. 5.  
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Figure 4. The detection of the start codon (ATG); (a) DNA sequence; (b) the 

correlation output; (c)Top view of  the location of the start codon. 

 

I. Conclusion 
In this paper, we have proposed a real-time DNA 

sequencing analysis by using the well-known joint Fourier 
transform correlation (JTC).  The DNA sequences are first 
converted to 2-D images, which are now considered as target 
and reference images for the optical JTC processor.  
Simulation experiments demonstrated that the proposed 
optical approach is suitable to locate similarities in addition to 
other important information between the studied DNA 
sequences.  
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Figure 5. Self-detection: (a) target and reference DNA sequences are the same; 
and (b) the correlation output. 
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