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Abstract—This article deals with the occupancy detection on 

a railway crossing (clearance detection). The presented 

detection is based on the optical flow estimation and 

classification of the flow vectors by K-means clustering 

algorithm. The optical flow is based on a modified Lucas-

Kanade method. For testing of the developed methods a model 

was created and the results were verified on a real data. 

Keywords—railway crossing monitoring, objects detection, 

background estimation, K-means clustering, Matlab, optical 

flow, velocity vectors. 

I. INTRODUCTION 
 This article describes a method for objects detection in 

the railway crossing area. In the project SGSFEI_2014002 

“The System for Image Analysis of Space Occupancy and 

Unknown Space Exploration” occurred the requirement for 

complex solution of the obstacle detection based on the 

surveillance camera systems. The problematic of level 

crossings security is strictly observed and there still continue 

the searching for new procedures to reduce accidents at level 

crossings. For these reasons a new requirement for 

implementation of new vision based methods originated. 

The article presents a new approach to the level crossing 

occupancy detection. Presented occupancy status detection is 

based on modern image processing methods. For these 

purposes a new algorithm was developed for the objects and 

the background separating. The presented algorithm uses a 

modified optical flow estimation based on the Lucas-Kanade 

method. The objects segmentation is performed by K-means 

algorithm. Velocity vectors obtained from the optical flow 

estimation are processed in the clustering algorithm. The 

original algorithm for the moving objects mask estimation is 

based on the cumulative method and is described in detail in 

section III. 
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 In the section III is also presented the own algorithm 

for effective clustering of the optical flow vectors using 

K-means method. Finally, article contains the results of 

experiments. 

II. RELATED WORK 
The problematic of clearance detection and intrusion 

objects detection in the railway crossing area is primary aim 

in the railway crossing security [1]. In fact the objects 

detection is important not only in the railway crossing area. 

There exist many related work, for example persons 

detection in the train track or general obstacle detection and 

many others [2]. For all of these objectives is necessary to 

detect incoming, staying or outgoing objects in the area of 

level crossing [3]. Usually for the object detection are used 

methods based on a radar sensors multi sensor fusion or 

a vision based systems [4].  

The common problem for image detection methods based 

on edge detectors is the background estimation. Application 

of standard edge detectors on the complicated background 

usually leads to the over-segmentation [5], [6]. 

III. VISUAL MONITORING SYSTEM 
The visual monitoring system is composed of five main 

blocks (Figure 1). According to the block diagram is 

executed in parallel the optical flow estimation and the 

calculation of objects masks. The masks were detected by 

the background estimation method. The background image is 

an image without the cars, pedestrians and other obstacles. 

 

 
Figure 1. The block diagram of visual monitoring system 

For this purpose we used the designed cumulative 

method [7]. Calculations were based on the acquired and 

adequately pre-processed data. 

Railway Crossing Monitoring System based on 

Image Processing 
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A. Masks Calculation 
The principle of the mask obtaining is based on the 

subtraction of the background model from the current image 

Ii+t [8]. Using the above-obtained background matrix NB  

and the current frame Ii+t is thus possible to obtain the matrix 

M at any time. The matrix M (mask) represents the dynamic 

objects in a scene. 

 tiN IBM  . (1) 

The main disadvantage of this simple approach is the 

significant over-segmentation. Therefore, next process is 

applied. The obtained mask M (Background Estimation 

method) was for the simplifying of the median-centroid 

calculation (for future clustering) converted to a binary 

image. 

 
Figure 2. Example of centroid determination 

 

The transformation of the mask M into a binary image 

was performed using thresholding (removes noise from the 

image). Subsequently there was performed morphological 

closing (removing unwanted artefacts, connects nearby 

objects, preserving object sizes). The whole centroids 

determination procedure (for next K-means clustering 

application) is shown in Figure 2. 

The disadvantage of this procedure is the lack of 

information about the movement of objects. For this purpose 

it is possible to use the method of optical flow estimation. 

B. Moving Objects Detection 
Optical flow estimation is computationally demanding. In 

our case we chose the Lucas-Kanade (L-K) method for its 

advantages described in [9]. The L-K method is among the 

fastest and therefore most widely used methods for 

calculation of optical flow [10]. The L-K method introduce 

the error term LK  for each pixel. This one, according to the 

following relation, is calculated as the sum of the smallest 

squares of gradient constraint in close ambient of the pixel. 
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where  is neighbourhood of the pixel. 

To find a minimal error it is necessary to compute 

derivation of the error term LK  by individual components 

of velocity and put the result equal to zero. After finding a 

minimal error, several adjustments and after transfer to 

a matrix form the expression for the optical flow calculation 

is as follows: 

   bAAAv TT
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 , (3) 

where for N pixels (N = n
2
, for n x n of  neighbourhood) 

and (xi,yi) in time t holds: 
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So we will obtain the resultant velocity for one pixel by 

solution of the system (3). Instead of the calculation of the 

sums, the convolution was used to reduce the algorithm 

complicacy. The Figure 3 shows an example of optical flow 

vectors computed by L-K. 
 

 
Figure 3. The optical flow vectors estimated by algorithm LK (10) 

 

The results indicate the dominant direction of the optical 

flow vectors, which well represent the moving object. On the 

basis of the velocity vectors is not only possible to estimate 

contour and occupied region but also sliding/fractional rate. 

However, the problem is still a distinction between 

passing objects in a traffic scene. This problem was solved 

by application of clustering on optical flow vectors. 

C. Objects Segmentation and 
Separation using K-means Clustering 

The clustering can be performed on the optical flow 

vectors obtained by L-K method. Subsequently there was 

created the four-column matrix A (eq. 5), where the first two 

columns contains the pixels coordinates, the second and third 

the amplitude magij and angle ij of optical flow vectors. 
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Each row in the matrix A represents a one four-

dimensional object that contains the suitable data for K-

means clustering algorithm. The A matrix and the center 

coordinates thus represent the input data for the K-means 

algorithm. The outputs are then the specified coordinates for 

n centroids and the assignment of cluster vectors. 

The used criterion for the new clusters formation was in 

our case, the degree of similarity between objects 

represented by the Euclidean distances between parameters 

in matrix A, for which the calculation was: 
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For our purposes was used the parametric non-

hierarchical clustering - K-means [11], [12]. For the set of n 

vectors xj (j=1,…,n) is performed division in to the c clusters 
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Gi.(i=1,…,c). The assessment function, the minimum we 

looking for, is defined as: 
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where Ji are distances within one group i. 

The membership of individual vectors in groups is 

defined by auxiliary matrix H whose elements can take the 

values 1 or 0 according to the relationship: 
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After vectors assigning to the clusters, it is necessary 

within each cluster define a new value of the centroids. The 

new centroids are defined as the mean values of the vectors. 

To minimize the number of iteration steps in the K-

means were the initial centroids determined precisely as 

two-dimensional medians of detected objects mask (using 

the above-described Background Estimation method). 

The using of non-standardized data can lead to 

significant errors in the calculations and, ultimately, to the 

loss of convergence. For this reason, the data were 

normalized. In our case was used the Min-Max normalization 

[13]. Additional weighting of columns in the matrix allow 

optimizing the behaviour of clustering algorithm. 

D. Passing Objects Separation 
The algorithm worked correctly in the case of completely 

separated objects except objects overlaping. For overlaping 

objects only one median – the centroid was computed. For 

this reason we used in described method directional 

properties of the optical flow vectors. 

The calculated direction φ determines optical vector 

memberships to the Group 1 or the Group 2. The groups are 

defined by auxiliary vector h  < 1; 2 > by: 
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In this α1 and α2 define the angle range for searching in 

one direction, β1 and β2 in reverse direction. Implemented 

algorithm searches for angles φ over binary mask M in the 

objects area. Every vector is then assigned to adequate 

group. The median and thus adequate centroid ci is estimated 

for every group. 

Functionality of the proposed algorithm is presented in 

Figure 2. Modified clustering algorithm works correctly in 

the case of overlapping objects. We are able reliable detect 

the overlaping objects moving in opposite directions. 

 

           mask                optical flow clustering       objects separation 

Figure 4. K-means clustering and separation of passing objects 

IV. EVALUATION (TESTING) 
The proposed detection method was thoroughly tested in 

real conditions during 2013 on two independent railway 

crossings in the Czech Republic. 

For this purpose, the individual images were retrieved 

from the video sequences that have been captured by 

programmable Basler Scout camera from the railway 

crossing near village Steblova, with variable traffic density, 

and railway crossing Slovany, which was suitable in the city 

Pardubice with heavy traffic. Images from railway crossing 

Slovany was characterized by low quality acquired images. 

For the huge amount data clustering was necessary to 

standardize the inputs for correct algorithm convergence. 

The optical flow velocity vectors have random character. 

Before clustering we performed the probability distribution 

tests on real data entering into the K-means method. During 

testing of probability distribution of the spatial coordinates 

(x, y) the uniform distribution was confirmed and Min-Max 

normalization has been used. Based on the probability tests 

results of amp and  vectors depend if normalization will be 

performed. 

After pre-processing, there was used the optical flow 

estimation (11). The outputs from the implemented L-K 

optical flow method were the complex velocity optical flow 

vectors in sparse matrix. The matrix was used to calculate 

the matrix A, which contains the data input to the K- means 

clustering algorithm. Data entering to the clustering 
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algorithm were finally optimized by the weighting of the 

normalized vectors. 

The functionality of the proposed method was tested on 

a wide range of video sequences representing different traffic 

situations. 

The proposed system was tested by using the obtained 

test data sets. The test data set consisted of video sequences 

acquired from various environments. The sequences were 

intentionally chosen to include scenes captured from 

different angles. The proposed algorithms were tested under 

different lighting and weather conditions, and in various 

traffic density (Table I.). 

 
TABLE I.  VIDEO SEQUENCES FOR THE EVALUATION OF THE 

MONITORING SYSTEM 

 

 
Length 
[min] 

Number of 
objects 

Lighting and 
weather 

conditions 

Camera 
position  

Sequence 
1  

30 284 
sunny, bright 
light 

Steblova 1 
(15 m) 

Sequence 
2  

62 296 
cloudy, rain, 
wind 

Steblova 3 
(24 m) 

Sequence 
3  

64 154 
cloudy, rain, 
wind 

Steblova 2 
(25 m) 

Sequence 
4  

58 72 
cloudy, rain, 
snow 

Steblova 3 
(24 m) 

Sequence 
5  

20 112 
partly cloudy, 
poor video 
quality 

Slovany 
(16 m) 

 

The initial setting parameters were important for 

autonomous operations of the system without human 

interaction during the testing. This is enable objective 

evaluation of developed algorithms. 

The main work objective was to make a more accurate 

and sophisticated detection and separation of individual 

objects to determine the number of objects, their position in 

the defined area and their movement directions. 

Due to an objective quality assessment of the proposed 

methods and the whole system architecture the evaluating 

parameters has been defined at the start. We evaluated 

mainly so called System Success Rate (SSR) of the whole 

system: 

 
objectsofNumberTotal

objectsseparatedcorrectofNum
SSR

.
 . (10) 

 

Table II. contains the numbers of correctly and 

incorrectly detected objects by using BE and OF method and 

by K-means method correctly separated objects in chosen 

ROI. 

Obtained results calculated according to the equation (20) 

are shown in Figure 5. With the help of this chart it was 

possible to evaluate the quality of the designed system. 

 

 
TABLE II.  ACHIEVED RESULTS - NUMBER OF DETECTED 

AND SEPARATED OBJECTS 
 

 

Total 
number 

of 
objects 

Detected objects 

Correctly 
separated 

objects 
BE method OF method 

correct wrong correct wrong 

Seq. 
1  

284 241 39 256 38 223 

Seq. 
2  

296 280 24 282 26 273 

Seq. 
3  

154 136 11 132 13 128 

Seq. 
4  

72 70 9 68 12 66 

Seq. 
5  

122 118 16 120 23 119 

 

The correct function verification of proposed method was 

realized during real traffic (without system failure) in region 

of interest. The system effectiveness level (97.5 %) was 

proved on testing data set. In the case of improper camera 

placement the system still achieved the 78 % reliability. The 

performed tests proved that the proposed algorithms can 

successfully work under varying weather and lighting 

conditions also with low picture quality. 

 
Figure 5. The success rate comparison of the system on testing data sets 
 

 

 
Figure 6. Examples of acceptable objects separation 

 

The system was developed with camera position 

regardless, but the appropriate camera position can improve 

objects separation results. We situated the camera 

orthogonally to the railway crossing and to the movement 

direction of the objects. The Figure 6 presents examples of 

detection from the captured sequences in the case of 

orthogonally camera configuration. This favorable 
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configuration is unfortunately not available on all railway 

crossings in Czech Republic. 

We had also the opportunity to test the robustness of the 

developed method, on the data acquired from industrial 

camera watching level crossing in the city district 

Pardubice-Slovany. The camera watches this dangerous 

level-crossing in continuous operation and the low quality 

images are stored on backup media for future use. 

The obtained results were acceptable. The Figure 7 shows 

that the proposed method can be used for lower quality data. 

 

 
Figure 7. Objects separation over lower quality data 

V. CONCLUSION 
The proposed procedure allows overview and 

documentation detection of the railway crossing clearance. 

An adaptive background learning and subtraction method is 

proposed and applied to a real life traffic video sequence to 

obtain more accurate information about the intrusion objects. 

Application of the Background Estimation method for the 

determination of centroids brought considerable acceleration 

and reduction of K-means iterative steps. The algorithm is 

able to work in a real time. 

The benefit of this method is a significant improvement of 

objects outlines detection accuracy. The method also 

provides robust information about the speed and the 

direction of objects by application of clustering on optical 

flow vectors, thus it is possible reliably distinguish between 

objects moving in different directions. 

Our method works well even in poor visual conditions. 

The proposed method paired with the image segmentation is 

robust under many situations. As demonstrated in our 

experiments, almost all vehicle objects are successfully 

identified through this algorithm. A key advantage of the 

proposed method is that it is fully automatic and 

unsupervised, and performs the generation of results by 

self-triggered mechanism. Hence, the proposed method can 

deal with very complex situations and complex level 

crossings. 

At the present time we are working on optimization for 

more sophisticated classification of detected objects. Our 

aim is to increase the reliability of the method to a level 

acceptable in railway signalling systems. 

Acknowledgment 

This work was supported in part by the Grant of Czech 

Ministry of Industry and Trade, project No. FR-TI3/297 and 

Special University Research project SGS FEI_2014002. 

References 
 
[1] Y. Hisamitsu, K. Sekimoto, “3-D Laser Radar Level Crossing 

Obstacle Detection System”. IHI Engineering Review, Vol. 41, No. 2, 
August 2008. 

[2] Sehchan O., Sunghuk P. Vision Based Platform Monitoring System for 
Railway Station Safety. 7th International Conference on ITS, Korea: 
6 – 8 June 2007. 

[3] Fakhfakh N., Khoudour L. “A Video-Based Object Detection System 
for Improving Safety at Level Crossings”. Open transportation 
journal, supplement on “safety at Level Crossings”, pp. 15, 2010. 

[4] Hilleary T. N., John R. S. “Development and Testing of a Radar-Based 
Non-Embedded Vehicle Detection System for Four Quadrant Gate 
Warning Systems and Blocked Crossing Detection”. Arema 2011 
Annual Conference, Minneapolis: 18 – 21 September 2011. 

[5] Hazel E. “Recent Developments in Video Surveillance: Intelligent 
Surveillance System Based on Stereo Vision for Level Crossings 
Safety Applications”. USA: InTech, 2012, Chapter 5. ISBN 978-953-
51-0468-1. 

[6] Zhang Ch., Chen S. “Adaptive Background Learning for Vehicle 

Detection and Spatio-Temporal Tracking”. ICICS-PCM 2003, 
Singapore: 15 – 18 Decenber 2003. 

[7] Šilar Z. “Railway Crossing Monitoring by Camera using Optical Flow 
Estimation”. Perner’s Contacts, ISSN 1801-674X, Pardubice: Vol. 5, 
No. 4, December 2010. 

[8] Silar Z., Dobrovolny M. “Quality comparison of two optical flow 
estimation methods”. Perner´s Contacts, ISSN 1801-674X, Number 2, 
Volume VII, p. 135-141, Pardubice: July 2012. 

[9] Barron J. L., Fleet D. J. “Performance of Optical Flow Techniques”. 
International Journal of Computer Vision, Vol. 12, No. 1, pp. 43-77, 
1994. 

[10] Silar Z., Dobrovolny M. Comparison of Two Optical Flow Estimation 
Methods Using Matlab. 2011 International Conference on Applied 
Electronics, ISBN 978-80-7043-987-6, p 345-348, Pilsen, 7 – 8 
September 2011. 

[11] Lucas B. D., Kanade T. An Iterative Image Registration Technique 
with an Application to Stereo Vision, DARPA Image Understanding 
Workshop, p 121–130, 1981. 

[12] MacQueen J. B. “Some Methods for classification and Analysis of 
Multivariate Observations”. Proceedings of 5-th Berkeley Symposium 
on Mathematical Statistics and Probability, Berkeley: University of 
California, 1967, Press, 1:281-297. 

[13] Hartigan J. A.; Wong M. A. “Algorithm AS 136: A K-Means 
Clustering Algorithm”. Journal of the Royal Statistical Society, Series 
C (Applied Statistics) 28 (1): 100–108, 1979. 

 
 
About Authors: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Zdenek Silar was born in 1959. He received 

his B.S. and Ph.D. degrees in computer science 

from Czech Technical University in Prague, 

Faculty of electrical engineering (CVUT, FEL) 

in 1986 and 2013, respectively. His main 

research areas cover image processing, 

computer science, and Java programming.  

Martin Dobrovolny was born in 1976. He 

received his B.S. and Ph.D. degrees in 

computer science from University of 

Pardubice. His main research areas cover 

image/video processing, computer networks, 

microprocessor techniques, signal processing, 

and embedded systems. 
 

http://en.wikipedia.org/wiki/Journal_of_the_Royal_Statistical_Society

