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Abstract-- This critical-reflexive paper is 

based on the known problem presented in the 

Exploration-Exploitation Dilemma (EED) 

when working with Evolutionary Algorithms 

(EAs) and focusing on proposals that put 

forward, in this case, both a traditional ap-

proach as well as more recent approaches 

that manage population solutions (individu-

als) differently than the standard EAs, that 

is: The Learnable Evolutionary Model 

(LEM) and the Distribution Estimation Al-

gorithms (DEA). 
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I. Introduction  

In an optimization problem, when can it be known that what has 

been obtained is sufficiently good versus what is yet to be ob-

tained? Undoubtedly there are different models, from the scien-

tific model, regarding how to respond to this dilemma. There is 

a telling example drawn from the design of statistics experi-

ments that illustrates EED in computer studies ([7]): “There is a 

slot machine with different levels and a better that plays on that 

machine; in order to obtain the highest winnings from the slot 

machine, the better should establish a balance between being 

able to exploit the level so as to get the highest earnings hoped 

for, and know how to explore so as to get more information 

about the winnings hoped for in other levels.” This is the di-

lemma that this essay tries to address from the point of view of 

EAs and their models; not traditional ones but rather recent 

models. 

Evolutionary Algorithms are meta-heuristic models of optimi-

zation and searches based on populations of individuals and are 

inspired by natural evolution ([23], [4], [10], [11]). AEs are 

well known for being able to perform effective searches against 

noisy backgrounds and, similar to the previously illustrated 

example, all search algorithms need to establish a balance be-

tween two apparently opposite factors: 

 exploration of space solutions in order to perform a wider 

search, thus finding promising areas. 

 exploitation search space in order to perform a deep search 

in those areas, thus obtaining the best solutions. 

In EAs, exploitation is seen in the so-called “selective pressure” 

which focuses on promising regions of search space, while 

exploration tries to maintain diversity, that is, avoid a rapid 

convergence towards areas that do not contain optimums or 

global optimums. Diversity is associated with the difference 

between individuals in a population, since if there is a lack of 

genetic diversity, all the individuals of a population would be 

very similar and the lack of diversity entails a premature search 

of local optimums. Later on we will see that there are certain 

mechanisms that can be used to alleviate this fact. There is a 

group of predefined operators in EAs that focus on exploitation, 

the known operators of selection and breeding. Breeding opera-

tors make the interchange of information among individuals 

easier, whereas there are other exploration operators, and these 

are mutation operators, that introduce diversity. 

From the very point of view of conception and design of the 

EA, an inappropriate balance between Exploration-Exploitation 

leads to an inefficient search and therefore to solutions that are 

not desired or are not useful. In trying to maintain a complete 

balance in the EED, it makes sense that the operators in charge 

of selection and breeding appropriately perform what they 

should do, that is, that each new individual has interesting char-

acteristics from their ancestors (or parents) and that the operator 

of the mutation allows the algorithm to reach whatever point 

within the search space, all of the above focused on keeping an 

adequate diversity, a war horse in the essence of the EAs. Part 

of the foregoing is exposed within the different approaches, 

presented below, that have been used to deal with EED, to 

finally go on to expound some conclusions and open questions 
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respecting the way traditional or non-traditional EED from the 

EAs are focused. 

II.  Development 

There is the clear intention that an EA is capable, as far as pos-

sible, of refining the Exploration-Exploitation relation, and 

given that both aspects are related to the use of certain operators 

whether in breeding or mutation, a clear tendency exists to 

perform this refining within said parameters. An interesting 

study that contemplates different approximations to this refine-

ment from auto-adaption is found in ([18]). 

 

Although there can be an attempt to intuitively maintain the 

parameter associated with mutation, called mutation rate, high, 

to counteract premature convergence, this is not the most ap-

propriate way, since the algorithm could begin to diverge too 

much. A more adequate solution to this is adapting the mutation 

rate and it should be considerable in the beginning, and this 

should be reduced as the algorithm begins to show conver-

gence; a similar focus is that of applying a high mutation rate to 

bad solutions and low mutation rates to good solutions. 

 

In relation to breeding, it can also be expected, as was men-

tioned, to maintain an effective diversity each time said opera-

tor is applied. There are at least 5 strategies related to this ob-

ject: the technique of pairing (parents can be selected in order to 

maintain the diversity of the population), the technique to gen-

erate offspring (here there is an important documentary archive 

from the GAs with real codification, ([13], [9] and [6]), the 

number of parents (two or more parents are used to mate), the 

number of children (two or more children are obtained from the 

parents). 

 

In general, the variation (adaption) of the breeding and mutation 

operators can be found in two ways: through a deterministic 

rule or dynamically. Concrete proposals related to a determinis-

tic variation of breeding and mutation operators can be found 

in: ([14], [5], [3], [17], [20]). On the other hand there are related 

proposals with a dynamic and adaptive variation of the opera-

tors, such as the 1/5 rule of ([28]), among others we have: ([8]), 

[36]), [30], [34]). 

 

One of the first approaches of non-standard GA which clearly 

illustrates the above-mentioned is found in the CHC (cross 

generational elitist selection heterogeneous recombination cata-

clysmic mutation algorithm). CHC ([12]) is a non-traditional 

Genetic Algorithm that uses a very conservative selection strat-

egy: always choose the best individuals to form part of the new 

population. A highly explorative recombination operator is also 

applied (HUX) that produces descendants as different as possi-

ble from both parents; CHC incorporates a mechanism to reset 

the algorithm when faced with a premature convergence condi-

tion. It also introduces direction to avoid the mating of similar 

individuals. When the CHC cannot insert descendants in a 

population in a successive generation and the mating threshold 

has already reached the value of 0, the CHC injects new diversi-

ty into the population be means of a reset known as cataclysm 

mutation. Cataclysm mutation uses the best individual in a 

population as a model to reseed the population. The new popu-

lation includes a copy of the chain model and the rest of the 

population is generated by mutating some percentage of bits 

(for example, 35%) in the chain model.  

 

The BGA (Breeder Genetic Algorithm), proposed by ([25]), is a 

method based on animal breeding.  This animal breeding has 

advanced from an art based on intuition to an empirical science 

based on statistics. If a human breeder does not have infor-

mation about the genetic material, he should estimate the added 

value, the breeding value of an animal. The virtual breeder of 

BGA knows all the genes of his population and additionally 

controls genetic operators (mutation and breeding rates). The 

search process in BGA is principally guided by breeding, trans-

forming it into a Genetic Algorithm. The mutation is a back-

ground operator where the reason for mutation is inversely 

proportional to the number of parameters to be optimized, and 

the range of mutation is fixed. The BGA tries to respond to 

some questions related to what can happen in case of a mutation 

model, in relation to successful mutations, and also what can 

happen with successful breeding, given a selection and breeding 

model. Normally mutation and breeding are considered disrup-

tive operators; the BGA considers mutation and breeding as 

construction operators and evaluates them according to the 

probability they have of creating better solutions. 

 

[2] present a Cellular Genetic Algorithm (CGA) where individ-

uals are placed on a bi-dimensional grid where it is specified 

that each individual can only mate with their respective com-

munities and an appropriate mechanism for population diversity 

is provided, varying the way to specify the community within 

that bi-dimensional grid, and therefore analyzing different 

methods of selective pressure according to the arrangement of 

the community.  

 

The work of ([33]) introduces an alternate method of adaptive 

assignment strategy (applying a selection operator) called adap-

tive persecution method (adaptive assignment rules are alterna-

tives to self-adaption). The proposed method is compared to the 

coincidence probability approach in a non-stationary environ-

ment. The experimental results show the superior performance 

of the proposed method.  

 

Within a Learning Classifier System that uses a diffuse GA 

([16]) uses the Intelligent Exploration Method (IEM). This 

method attempts an adequate exploration according to certain 

information that is kept of the performance of the environmen-

tal agents. The IEM also tries to distinguish diverse phases in 

the life cycle of the classifier: initial, middle and final. 

 

[32] proposes an interesting operator of adaptive variation 

which exploits the binary structure of the individuals and pre-

sents synergy between breeding and mutation, an approach that 

applies to the Multi-Objective Optimization (MOO).  

 

[37] offers an algorithm called Bee-GA, applied to the well-

known problem of the travelling salesman, which tries to estab-

lish the balance between a wide diversity of travels and the 

exploitation of the best ones.  

  

The work of ([27]) examines an approach where different indi-

viduals have different associated mutation rates. Individuals in a 

present population are ranked according to their aptitude and 

the mutation rate is increased with an individual ranking; the 

underlying idea is that the good individuals will produce good 

and close children while the bad individuals will allow the 

exploration of other regions in the search space. 

 

[1] uses a very particular approach based on a cell-type GA, 

similar in approach to ([2]), but with a tridimensional communi-

ty. Said approach, based on a diversity measurement, attempts 

to achieve that the algorithm, in a gradual way, refines selective 

pressure, modifying the parameters, specifically the selection 

probability. 

 

Due to the proven performance of auto-adaption  of the muta-

tion steps in continuous possession and with binary codifica-
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tion, the work of ([31]) examines a method of adapting the 

election of the mutation operator in execution time, but in per-

mutation type codes. The algorithms are evaluated in the TSP 

domain. 

 

In ([35]) the selection of adaptive operators in a local search 

context is addressed. Since diversity is a key concept of the 

EAs, they are considered to be a related idea: the similarity 

between a candidate solution and the solutions in a search path. 

That concept and the quality of the solution are used to evaluate 

the performance of each operator. That paper introduces a new 

measurement for usefulness for local search operators, which is 

compared to a measurement based on the Pareto-Dominancia. 

 

From the above mentioned it can be extracted, obvious from the 

beginning, that there is a marked tendency in the authors, from 

the beginning to contemporary ones, to resolve the EED in a 

direct way by manipulating, whether it be in static or dynamic 

ways, the breeding and mutation operators to refine them and 

that the representation of real values (typically used in MOO) 

have been able to take the possibilities of this resolution ap-

proach a little farther. In the same way, the special separation 

(within the Cellular GA) is a timely subject that has contributed 

more recently to the EED.  

 

A recent non-standard EA approach is the Learnable Evolution 

Model (LEM, ([22]). The LEM presents a new idea to employ 

techniques of Automatic Learning to guide the generation of 

new generations. The LEM proposal executes an Evolutionary 

Algorithm in a “Learning Mode”. Such a mode considers why 

certain individuals in a population are superior in relation to 

others in performing certain tasks. The reasons are expressed as 

inductive hypothesis and are used, once established, to create 

new individuals. A very important aspect of LEM is that they 

can present “evolutionary leaps” in which the aptitude value 

shows marked improvement, which apparently is due to the 

discovery of the correct sense of the direction of evolution; due 

to this behavior the LEM can be considered a type of “Intelli-

gent Evolution”. The central aspect of the evolution in the LEM 

is the Learning Mode, which creates new populations using 

hypothesis about the best individuals found in past populations. 

Specifically, the Learning Mode consists of two processes: the 

generation of hypothesis, in which it is determined, characteriz-

ing the differences between individuals of high aptitude and 

individuals of low aptitude according to past generations, and 

the process of the hypothesis, which generates new individuals 

on the basis of the learned hypothesis. In this way new individ-

uals are produced, not just based on the semi-random operations 

of a classic EA, but using a reasoning process where hypothesis 

are generated and processed concerning individuals in the popu-

lation. 

 

The other non-standard approach that is presented is that of the 

Estimation of Distribution Algorithms (EDA) ([26]). An EDA 

is a method based principally on substituting breeding and 

mutation by estimating and later sampling a learned probability 

distribution from the selected individuals. This group of algo-

rithms has been the object of attention by the scientific commu-

nity involving evolutionary computer studies and probabilistic 

graphic models. The population of individuals is reseeded in 

each generation according to the probability distribution ob-

tained from the best individuals in the previous generation. 

Precisely due to the fact that the population is not obtained from 

individuals, but from the obtained probability distributions, an 

EDA can have the luxury of disregarding the use of breeding 

and mutation operators. The approximation of an EDA consists 

of a probabilistic heuristic search based on an EA and on three 

basic steps, to iterate:   

 select some individuals of the population   

 estimate the probabilistic model of those selected 

individuals  

 sample the learned probability distribution in or-

der to obtain a new population of individuals   

 

Once the previous approaches are expounded, it can be very 

clearly seen how these last two are openly different from the 

general tendency of the EAs, and therefore considered non-

standard, and how their way of approaching the EED differs 

from frequently used approaches. For information purposes, 

there is a doctoral thesis ([24]), that in a way mixes the two 

approaches, that is to say, it tries to apply the learning approach 

(used in LEM) through Bayesian classifiers within the frame-

work of an EDA.  

 

The behavior of the LEM in relation to the EED is rather unu-

sual because a type of progressive partition of the search space 

is performed, since at the beginning the program that establish-

es the learning rules generalizes the rules in order to explore, 

and assures that there are no unchecked areas where an opti-

mum could be found; later this same program is applied to 

specializing, as much as possible, the rules found. 

 

Without a doubt the way in which the EED can be resolved 

from an EDA is related to the power of expression of the prob-

abilistic model used, the way this has been learned and how to 

sample. The same matter, within the LEM approach, is very 

similar. Because it must be seen that the learning model is so 

effective that it allows me to construct hypothesis separating the 

good population from the bad, and therefore they are later used 

to generate new individuals backing up those hypothesis. We 

can see therefore the following questions arise: 

 

 How great is the model’s power of expression 

(whether it be probabilistic or learning) used to 

generate new individuals?   

 Is that model being adequately applied (whether 

it be sampling or processed)? In other words: 

Am I seeing improvements in each generation, 

solutions that lead to a true optimum state?   

 

Interestingly, the work that relates to the non-standard ap-

proaches with the EED is an attempt to try to involve the known 

crossover and mutation operators again, since originally these 

non-standard approaches were sub-estimated or disregarded. 

The work of ([21]) is one of the first to disseminate that tenden-

cy, involving the mutation operator within an EDA called 

UMDA (univariate marginal distribution algorithm) and at the 

same time involving the mutation in another EDA called FDA 

(factorized distribution algorithm), the results showing that 

while the algorithm takes more time to converge (increased 

generations), the size of the needed population is less. ([29]), 

using an adaptive mutation operator in the MT-FDA (Mixture 

of Trees factorized distribution algorithm) shows that there is 

improvement in the EED. ([15]) also uses two mutation opera-

tors in the framework of an EDA; that is, he uses a typical in-

terchange operator of bit value and also a mutation operator 

since it is related to the model of probability that is generated 

by the EDA. The article concludes that the second operator (the 

one involving the probability model) improves the search pro-

cess. 
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III. Conclusions  

It could be concluded that in work related to EAs to palliate the 

EED, the traditionally focused on the following aspects: 

Manipulation, in static or dynamic form, of breeding and muta-

tion operators to refine them to the extent achieved in the search 

is in a way a very intuitive concept; trying to explore the begin-

ning and exploit the end, the crux of the matter has been related 

to how to determine when to begin or end an initial or final 

phase within the search process.   

The representation with real values (especially those applied in 

MOO) have provided a huge amount of related work and in the 

same way the EAs that imply spatial separation, in more recent 

times, has provided a new way of approaching the EED.   

The non-standard approaches presented, the LEM and the 

EDAs, if in their conception do not involve breeding and muta-

tion operators, have recently opted to involve mutation opera-

tors, especially when they are in harmony with the probabilistic 

model used, that have shown improvements in the search pro-

cess.   

There is a clear absence of contributions that try to confront the 

EED from the essence of the non-standard approaches present-

ed, which is to thoroughly review the expressive power of the 

models used in generating new individuals in each generation 

and the way in which those individuals are created; here they 

can resume matters previously presented confronting the EED: 

 How big is the power of expression of the model 

(whether it be probabilistic or learning) that is used to 

generate new individuals?   

 Is that model being adequately applied (whether it be 

by sampling or requesting) In other words, am I ob-

taining improvements in each generation, solutions 

that are leading to a true optimum state?   

It can be clearly seen that all future work that tries to respond to 

the previous matter is going to shed more light on EED in the 

EAs.  
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