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Abstract— Sorting is arranging a collection of elements either in 

ascending or descending order. There are various applications of 

sorting algorithm in every field of science. Already there exist 

different sorting algorithms with different complexities. In worst 

case, the best known complexity is O(n log n). In this, a sorting 

algorithm is developed and compared with the existing sorting 

algorithm. It is found the new algorithm is much better than the 

existing sorting algorithm like the Quick Sort, Merge sort etc. 

This algorithm is much better for closely related datasets.   To 

sort the element in reverse order it can accomplished the sorting 

in O(n).  
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I.  Introduction  

A. Sorting:  
It is nothing but arranging a collection of elements in a 

sequence i.e. either ascending or descending order. There are 

lot of application of sorting where data need to be arranged. 

For example the details of the students in a class can be easily 

analysed if the students can be arranged in alphabetical order. 

So, to arrange them the sorting algorithm can be used. Already 

there exists lots of sorting algorithm like Quick sort, Merge 

sort, Insertion sort, Radix sort etc.   

B. Analysis of algorithm: 
In order to find which algorithm is better than other we need to 

compare these algorithms. To compare, the complexity of 

these algorithms need to be calculated. 

There are two types of complexity. They are: 

i) Space Complexity:  It gives the total amount of 

memory requires to perform the algorithm. 

ii) Time Complexity: It gives the total amount 

of time requires to perform the algorithm. 

Now-a-days, when we talk about the complexity, we mean 

time complexity as, the memory becomes very cheap.  One 

way of comparing is based on the exact running time of all 

algorithms but it depends upon processor and language used.  
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Even if the processor and language are same, calculating the 

exact time is difficult as it would require CPU utilization may 

be different. The time complexity is dependent on the number 

of input. So, it is expressed in term of number of input or input 

size.  Two algorithms can be compared by using the rate of 

growth function, f(n) of the algorithms expressed in term of 

number of input n. the algorithm with lesser rate of growth 

function is better than the other. If the rate of growth function 

is high when the numbers of input increase the number of 

operation also increase. 
 

II. Existing Sorting Algorithm 
There are lots of sorting algorithms. Some of the common 

sorting algorithms are given here. 

1. Bubble sort
[1][2]

: In this algorithm the larger elements 

are pushed back to one end. It compared the two 

consecutives elements if the second element is 

smaller than first one the two elements are swapped 

and the larger element is pushed at back. It continues 

doing this for each pair of adjacent elements to the 

end of the data set. It is continue till no swapping is 

done. 

2. Insertion sort
[3][4]

: This algorithm is just like the 

technique of arranging cards in card playing. It works 

by taking elements from one by one from the list and 

inserting them in their correct position into a new 

sorted sequence. 

3. Selection sort
[5][6] 

: In this sorting algorithm the 

smallest is element from list is found and swapped 

with the first element. The second smallest is 

swapped from second element. These are repeated 

until all elements are sorted.   
4. Quick sort

[7][8]
: In this algorithm, an element is 

chosen as pivot element and in each step the exact 

position of the pivot element is found. A pivot 

partition the elements in two part, one parts consist of 

all elements less than the pivot and other consisting 

of all elements greater than pivot. The same step is 

repeated for each partition.     

5. Merge sort
[9][10]

: This algorithm is based on Divide 

and Conquer technique. The lists of elements are 

divided in smaller sorted list. And these small sorted 

lists are merged in single sorted list. 

III. RAPID SORT 
In this sorting first, the minimum and maximum element from 

the sequence is found and placed in extreme ends of the 

sequence. These ends are mark as lower bound and upper 

bound i.e. minimum and maximum element are put at lower-

bound and upper-bound respectively.  
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Consider the following sequence of element: 

 

4 5 12 1 14 7 8 20 6 3 

 

In the above example the minimum element is 1 and maximum element is 20. So 1 is put in the first mark by lower bound and the 

element 20 is put at last, mark as upper bound. 

lower_bound                        upper_bound 

1 5 12 4 14 7 8 3 6 20 

 

The other remaining elements in the sequence are placed 

alongside nearer extreme end which is calculated by 

comparing the absolute values of |minimum - element| and 

|maximum - element|. If the element is nearer to the lower 

bound the lower bound is set to the new element position, 

otherwise the upper bound is set to the new element position.  

In the example , the next element is 5 and the element is nearer 

to the element in lower bound. Hence, the element 5 is placed 

along side lower-bound. Lower-bound is reset to second 

position. 

                                lower_bound                                                                                                                upper_bound 

1 5 12 4 14 7 8 3 6 20 

Next element 12 has distance of 11 from minimun and 6 

from maximum, hence it was placed along side upper 

bound. The upper_bound is reset to ninth position. 

 

               lower_bound                                                                                                         upper_bound 

1 5 6 4 14 7 8 3 12 20 

 

Element 6 has distance of 5 from minimum and 12 from 

maximum, hence it was placed along side lower_bound. This 

number 6 is compared with the element in lower_bound i.e. 5. 

As 6 is larger than 5 the position of 6 is found and 

lower_bound  is reset. 

 

              lower_bound                                                                                            upper_bound 

1 5 6 4 14 7 8 3 12 20 

 

Number 4 has distance of 3 from minimum and 16 from 

maximum, hence it was placed along side lower_bound. After 

that the exact position of the new element 4 is found by 

comparing in lower half. lower_bound  is reset to next 

position.

 

              lower_bound                                                                               upper_bound 

1 4 5 6 14 7 8 3 12 20 

 

For element 14, Place near upper_bound After finding the 

exact position. 

 

 

              lower_bound                                                             upper_bound 

1 4 5 6 3 7 8 14 12 20 
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              lower_bound                                                              upper_bound 

1 4 5 6 3 7 8 12 14 20 

 

For element 3, the scenario is as shown below. 

              lower_bound                                                                upper_bound 

1 4 5 6 3 7 8 12 14 20 

 

                                     lower_bound                                          upper_bound 

1 3 4 5 6 7 8 12 14 20 

Similarily, for element 7 and 8 the exact position can be 

found. And at last the lower_bound and  upper_bound will be 

differ by 1 at that moment the operation is stopped.

 

                                                                                           lower_bound    upper_bound 

1 3 4 5 6 7 8 12 14 20 

 

In this algorithm, for each element after finding the nearer end 

the exact position need to find. To find the position linear 

search
 [11][12] 

or binary search 
[13][14]

 can be used. And in 

positioning the element shifting of the elements may involved. 

To overcome this shifting, different data structure like linked 

list
 [15]

 can be used. In that, shifting can be just changing some 

pointers.

 

start 

 

 

 

 

start  lower_bound                                                                                                                               upper_bound 

 

 

 

 

start      lower_bound                                                                                                                           upper_bound 

 

 

 

 

Start                      lower_bound                                                                                                            upper_bound 

 

 

 

 

Start  lower_bound       upper_bound 

 

 

 

 

start                       lower_bound                                                                                               upper_bound 

 

4 5 12 1 14 7 8 20 6 3 

1 4 5 12 14 7 8 6 3 20 

1 4 5 12 14 7 8 6 3 20 

1 4 5 12 14 7 8 6 3 20 

1 4 5 7 8 6 3 14 12 20 
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 Start                          lower_bound                                                                              upper_bound 

 

 

 

 

 

Number 7 and 8 is as shown below.  

 

Start                                                                   lower_bound                                      upper_bound              

 

 

 

 

Start                                                                         lower_bound                                upper_bound 

 
  start                                                                                           lower_bound               upper_bound 

 

 

 

 

  

Finally Number 3 is linked in its proper position. The number 

of exchanges
 
might be trivial but links are formed in O(1) 

time. 

 

Start                                                                                                              lower_bound   upper_bound 

 

 

 

 

The idea discussed might be involving a double link list.  

IV. PROPOSED ALGORITHM   
We assume we are sorting an array in ascending order. 

Begin 

        From an Array of n numbers find the minimum(A) and 

maximum(A). 

        insert minimum(A) at the beginning and maximum(A) at 

the end. 

        Set lower_bound=0, upper_bound=Last  

                 /*lower_bound points to the recent most element 

on left side. upper_ bound points to the recent 

most element on right side*/ 

        Get next_number. 

        Dist(lb)=abs(minimum(A) - next_number) 

        Dist(ub)=abs(maximum(A) - next_number) 

                           /*steps : To find out the proximity towards 

either of the far ends*/ 

        If Dist(lb) <Dist(ub)  

 Insert next_number to the right of 

lower_bound 

        Else 

 Insert next_number to the left of 

upper_bound 

        Set tempLB=lower_bound, tempUB=upper_bound 

          

While ( next_number  < A[tempLB]) /*finding the position 

of the number in lower  half*/ 

  Insertion _Sort(next_number,  A[tempLB])    

  tempLB- -      /*Resetting the lower_bound*/ 

         While(not true : next_number  < A[tempUB] /*finding 

the position of the number in upper  half*/ 

    Insertion_Sort(next_number , A[tempUB])) 

                    tempUB++ /*Resetting the upper_bound*/ 

         Repeat  for all remaining elements. 

End 

V. RESULTS AND DISCUSSION 
The experiment was performed using the linear data 

structure array. The datasets is generated using the C in-built 

rand() function. This algorithm is compared with the 

common existing algorithm like Bubble sort, Insertion sort 

Quick sort, Merge sort. The complexity of the algorithm 

depends mostly upon the number of comparisons to do the 

1 4 5 6 7 8 3 12 14 20 

1 3 4 5 6 7 8 12 14 20 

1 4 5 7 8 6 3 12 14 20 

1 4 5 7 8 6 3 12 14 20 
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sorting. So, in this the numbers of comparison of various 

algorithms are compared and are shown in the following 

figure. This experiment is fully programmed using turbo C 

in a windows 7 platform. 

 
 

VI. CONCLUSION 
Based on the experience a chart is shown above the number 

of comparisons with the number of inputs of different 

sorting. It has been found that our algorithm is better than 

the existing sorting algorithm as the rate of growth is much 

slower than the other. 
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Figure 1: number of comparisons vs number of elements  
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