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Abstract— In this paper, a novel and efficient data 

structure named as ‘Augmented Trie’ has been 

proposed that can store a large collection of English 

words and search them efficiently. The data structure 

has been specially designed in a way to facilitate the 

search for strings with wildcard characters. Even 

though the memory requirement for constructing 

‘Augmented Trie’ is higher than simple trie, it does 

not become significant as memory allocation has been 

performed intelligently using bit masking. By 

experimental results we show that the proposed 

method of finding patterns with wildcard characters 

improves over the existing one by 13.5% (maximum).      

Keywords—data structure, algorithm, wildcard 

search.  

I.  Introduction 
 

Wildcard search has become an inevitable feature in 
search engines and databases to facilitate the users, who 
search with patterns [1] [2] [3]. According to the 
problem definition, given a list of strings and a wildcard 
pattern a user would like to know how many strings are 
there those match the wildcard pattern [4]. A wildcard is 
a character that can be used as a substitute for one or 
many number of unknown characters in string search and 
as a result it increases the flexibility and efficiency of 
searches. Wildcard searching has been applied in the 
MSN search index [6] and ranking algorithm for listing 
the most popular results. Google is also providing 
wildcard searching [5]. Moreover, it has also been very 

useful in structured peer-to-peer networks and 
distributed environments [5]. As it needs less time and 
typing to find any word, it is becoming more and more 
popular day by day. So, efficient data structures and 
reliable algorithms are needed for wildcard searching. 
This topic has been quite an important subject of 
research in recent years. Most importantly, research is 
going on about discovering fast and suitable algorithms, 
which tend to use data structures those take less space in 
memory. 

There is another interesting research area of 
recognizing words from human gesture, where wildcard 
search can be really useful. When a user wants to input a 
word using gestures, the image of the whole word can be 
captured after the sequence of gestures is provided. But 
some characters of the word can be really hard to 
recognize from that image and they remain unknown. 
Now, these characters can be treated as wildcards and by 
combining with the recognized characters from the 
image a pattern can be formed. This pattern can be used 
as wildcard search string to find all the possible words in 
the dictionary, those could be the intended inputs of the 
user. Then the user can choose any of the possible 
words. Even a ranking of the words can be provided for 
the user.  

In this paper, we propose a method for textual 
dictionary search, where the search string contains 
wildcard characters. Our method is fast and intelligent 
enough to reduce the machine time and find all the 
words in the dictionary given a pattern. We augmented 
the classic trie data structure by adding additional 
information for each node and that helped to search the 
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dictionary efficiently. We also encoded the additional 
information using bit masking, which consumed little 
amount of memory for this purpose. By performing our 
experiment, we found that it takes less time compared to 
the linear scanning method and the existing trie based 
method [6]. 

The paper is divided into 6 sections. The second 
section of the paper explores the background ideas 
behind wildcard searching. The third part describes our 
proposed solution in detailed manner along with our 
„Augmented Trie‟ data structure. In the fourth section we 
include statistics regarding some test run after the 
implementation of our method. Finally, in the fifth 
section we describe the fields where it may be 
applicable, and how far the idea can be extended. Our 
new algorithm is robust and fast in practice. 

II. Background 

A. Wildcard Search 
Searching a string for a specified pattern is called 

wildcard search [7]. A wildcard may be an asterisk(*) or 
a question(?) mark. An asterisk(*) means empty or 
multiple unknown characters and a question(?) mark 
means a single unknown character. They can be 
substituted using possible letters to make up a word. The 
question mark (?) character matches the word that can be 
formed by replacing a single character. For example 
“hum?n”  or “huma?” will produce the result “human”. 
An asterisk(*) means multiple or zero replaceable 
characters. For example “humanis*”, this will produce 
the results like “humanish” , ”  humanism” , ”humanist” 
, ”humanistic” , “humanistical” , “humanistically”. The 
wildcard term can be used in the as a prefix “*umanism” 
or as a suffix like “humanis*”. Multiple numbers of 
wildcards and a mixture of both types of wildcards are 
also allowed as per our problem definition. An example 
of this can be “hu*an*?m”.  

This type of problem can be solved by constructing a 
DFA (Deterministic Finite Automaton), linearly 
matching all the strings from a list against the DFA and 
finding the possible matches [8]. Many programming 
languages and libraries have built in support for these 
kinds of pattern matching. They give correct result, but 
lacks efficiency when time complexity is considered. 

B. Trie 

Trie is a tree based data structure that is used to store 
a list of strings by using less memory. It was invented by 
Edward Friedkin, who defined it as an associative array 
for elements which are usually strings [9]. 

Trie reduces the cost of memory and number of 
searches to find a specific word or a string with wild 

cards from a database of millions of words. When 
implemented in straightforward manner, it is best for 
searching for patterns like “Hel*” or “He???”. However, 
when a wildcard term is used as prefix such as “*ing”, it 
does not work efficiently because a lot of word ends with 
“ing”. In this case, the searching resorts to checking all 
root-to-child paths until the string “ing” is found. Fig. 1 
shows the construction of a trie for a small set of words.  

C. Bit masking 

Bit masking is a technique that by which we can 
work on individual bit of any integer [10]. We can set or 
clear a bit. We also can toggle a bit. These are bone by 
bit wise operators (AND, OR, XOR). Bit masking 
reduces the use of memory. 

 

Figure 1: The construction of atrie using words “Assoc”, 

“Algo”,“All”, “Also”, “Tree” and “Trie”. 

III. Proposed Method 

A. Searching Procedure 
In our system, the data structure for storing words 

and algorithm to search for a specific pattern is devised 

in such a way that: 

1) The space needed to store information is 

minimal 

2) Search space in pruned effectively and 

branching factor is reduced when searching for a 

pattern with wildcards. 

To achieve these effects we have added the following 

extra information for each node in the trie to create an 

augmented trie:  

1) A Boolean mark is stored in a node to denote if a 

word can be constructed following the path from 

root to this node. 

2) An array of n integers, where each of the 

integers is 32-bit. Now, each bit of an integer 

denotes the presence or absence of a character. 

We can set each bit by using the bit masking 
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operation mentioned in background section. As 

there are 26 characters in English language, a 

32-bit integer can be considered enough to store 

the state of each letter.  Now, if the j
th
 bit of i

th
 

integer is set as 1 in the in the integer array, then 

it can be stated that the j
th
 character is present at 

depth i below the current node.  

Our searching technique can be described as below: 

1. When the dictionary is loaded, the words are 

loaded in the trie. At the time of backtracking, 

the integer array in each node is updated with 

the information for each character c. If c is 

located in any of its children‟s sub tree in depth 

i, the bit corresponding to letter c if integer i is 

set. From Fig. 2 it can be observed that for the 

expanded node „L‟ three integers from the 

integer array are shown. By inspecting the 

content of a[1], it can be observed that the 7
th
, 

12
th
 and 19

th
 bits are set as 1, while the others are 

set as 0. Alphabetically the 7
th
, 12

th
 and 19

th
 

characters are „G‟, „L‟ and „S‟ respectively. We 

can easily conclude that at one depth below „L‟, 

there are nodes containing „G‟, „L‟ and „S‟.    
 

2. The augmented trie can be searched for patterns 

with fixed length wildcards, such as „?‟. Suppose 

a pattern like „??SOC‟ has to be searched from 

the augmented trie shown in Fig. 2. Now, if the 

integer array in first level node containing 

character „A‟ is examined, it will be found that 

there is a node containing character „S‟ at two 

level depth from character „A‟. But there is no 

node containing character „S‟ at two level depth 

from the first level node containing character 

„T‟. So, this branch can be pruned easily and 

here we can see the efficiency of our augmented 

trie.  

3) When multiple character wild card (*) is used, 

we start scanning from first character till a 

wildcard character is found. Let‟s assume that 

the i
th
 character is the wild card character. 

Suppose, we have a pattern like „AL*O‟ and we 

are searching the trie shown in Fig. 2. So, we 

already have traversed the nodes „A‟ and „L‟ and 

inspecting the childs of „L‟. Now, there are only 

two children „G‟ and „S‟ who have „O‟ as their 

descendant. We can easily be sure of that by 

checking the set bits of „G‟ and „S‟. But, after 

inspecting the „L‟ nodes integer array, we can 

conclude there is no „O‟ node as its descendant. 

Hence, we can prune this branch. Now, if there 

is no known character after the wild card 

character „*‟, we will have to scan through all 

the sub nodes from current node until we reach 

to all ending sub nodes. This will happen if we 

have to search for a pattern like „AL*‟ from the 

trie shown in Fig. 2. In this case we will have to 

traverse all the nodes below „L‟ and the resultant 

patterns will be „ALGO‟, „ALL‟ and „ALSO‟.  

 

 
 

Figure 2. Representation of our proposed „Augmented Trie‟ 
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B. Detailed data structure 
We can find a given word efficiently from normal “trie”. 

But for wildcard search algorithm, normal “trie” cannot 

be the most efficient choice. That‟s why we have to store 

some more information in each node of the “trie” and 

create our “Augmented Trie”. Along with the character 

of current node and the pointer to all the child nodes, we 

have stored a Boolean variable to mark a node as ending 

of any string. We have also used an integer array of 

length 20 to store the information of the characters those 

are present in all the descending nodes of the current 

node. The i
th 

index stores the information of the 

characters those are at i
th 

depth from a specific node in 

the trie. That helps us to find and any types of wildcard 

patterns in an efficient manner. The structure of a node is 

as follows: 

 

struct node 

{ 

    char c; 

struct node* child[26]; 

int a[20]; 

bool en; 

    node(char c) 

    { 

        this->c=c; 

        for(int i=0;i<26;i++) child[i]=0; 

        for(int i=0;i<20;i++) a[i]=0; 

        en=false; 

    } 

    node() 

    { 

        c=0; 

        for(int i=0;i<26;i++) child[i]=0; 

        for(int i=0;i<20;i++) a[i]=0; 

        en=false; 

    } 

}; 

IV. Experimental Result 
We implemented and tested our method on a pc 

containing Intel® core™ 2 Quad CPUQ8400 @2.66GHz 

with 2 GB RAM. We used a text dictionary [11] of 

English words those are commonly used in everyday 

language including some common scientific words. 

Table 1 shows the timing comparison of our proposed 

algorithm and existing best algorithm [6]. In order to test 

our method we randomly generated 5000, 10000 and 

20000 search queries and calculated the time for our 

proposed algorithm and the existing best algorithm to 

search the trie built using [11]. It can be easily observed 

that the minimum improvement is 11.5% and the 

maximum improvement is 13.5% considering time. 

From Table II it can be observed that our data structure 

and algorithm performs well for individual types of 

search queries. In this experiment we used dictionaries 

of different word size. We also showed the amount of 

memory (in MB) that was consumed to store the 

dictionary. It can be said that even if we added some 

extra information for each node in the trie, the memory 

usage is not that much high. So, we can say that wildcard 

searching with our proposed strategy brings a notable 

improvement. This strategy does not affect the full word 

search. For full word search our algorithm has the time 

complexity of a traditional trie.  

TABLE I.  COMPARISON OF PROPOSED AND EXISTING 

ALGORITHMS IN TERMS OF TIME (IN SECONDS) 

Number of 
Queries 

Time 

Proposed Existing 
[6] 

improvement 

5000 1.73 2 13.5% 

10000 4.36 5 12.8% 

20000 7.96 9 11.5% 

V. Conclusions 

The proposed „Augmented Trie‟ is efficient in wildcard 

searching, as it makes the use of simple yet elegant logic 

to reduce the search space. By carefully limiting the 

maximum distance between two characters during 

searching using the maximum distance between those 

characters in any words in reference dictionary, we can 

prune our search space quite further. Its simplicity can be 

exploited in smart phones, where memory can be 

extended and memory addressing might be slower. As 

the data structure is not quite complicated to maintain; 

and once built, it stays constant overtime, leading to the 

opportunity of using it in multithreaded applications. 
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TABLE II.  COMPARISON OF PROPOSED AND EXISTING ALGORITHMS FOR SOME SPECIFIC SEARCH STRING PATTERNS 

IN TERMS OF TIME (IN MILLISECONDS) 

 

 Word 

Collection 

Size 

Memory (MB) 

Search time for pattern „a*b*c‟ 

(in milliseconds) 

Search time for pattern „*ing‟ 

(in milliseconds) 

Proposed Existing [6] Proposed Existing [6] 

50000 23.08 2 10 3 10 

100000 46.55 4 10 6 20 

200000 93.61 5 20 9 20 

236983 111.07 7 40 10 50 
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