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Abstract— Using of parallel and distributed system has become 

more common. Dividing data is one of the big challenges in this 

type of systems. Divisible Load Theory (DLT) is one of the 

proposed methods for scheduling data in parallel and distributed 

systems. Recent research has applied divisible load theory in real-

time scheduling and has been introduced as an alternative for 

multiprocessor scheduling.There are two type of scheduling 

algorithm in real-time divisible load theory(RT-DLT) which is 

known as single-round and multi-round algorithm. Most studies 

in this field are about distributing data in single-round algorithm. 

Unfortunately, multi-round algorithms are difficult to analyze 

and have received only limited attention in real-time concept. In 

this paper, we will determine the minimum number of processors 

needed to complete the job by its deadline in multi-round 

algorithm. The two algorithms are compared on linear 

programming based formulation and result show that multi-

round algorithm can provide a significant improvement on 

minimum number of processor needed in comparison with single-

round algorithm. 

Keywords: Real-time Scheduling, Divisible Load Theory, Linear 

Programming, Single-round algorithm, Multi-round Algorithm 

I. Introduction  
Divisible Load Theory (DLT) studies a new model of 

distributed systems. It assumes that each partition of the 

computations is small, and there are no dependencies between 

the each part of computations. Therefore, the workload can be 

divided into different parts arbitrarily, and these parts can be 

executed independently in parallel. The sizes of the load parts 

should be adjusted to the speeds of computation and 

communication that causes task execution finishes in the 

shortest possible time[1].  

In other words, DLT seeks optimal strategies to split divisible 

loads into chunks/ fractions and send them to the processing 

nodes with the goal of minimizing the overall processing 

resources and completion time.  

These days, many researches were done in DLT theory with 

different concept in cluster-based research computing 

facilities[2-4] There are two methods for distributing of this 

kind of load fractions data among processors. First method is  

 

sending  assigned data to each worker's in one-step (single 

round). Second, one is sending processor's assigned data in 

multi parts (multiple rounds). 

Different researches were done in single-round DLT strategy 

[5, 6] by some assumptions. One round system with blocking 

and non-blocking mode communication [7], system with 

different processor available time (SDPAT) [8], non-dedicated 

systems [9], and others are some examples of the single-round 

investigated models.  

Single round strategy is easy to implement but it gives rise to 

significant idle time for almost all processors due to a 

processor can start computing only after receiving the entire 

load fraction assigning to it. In other words, if the application 

is data intensive, the processors may face long idle times while 

waiting for data transmission[10]. Furthermore, this long idle 

time causes to increase execution time and number of 

processing nodes. 

One way to reduce this idle time is to send the load fraction in 

more than one round. Therefore, that processor can begin its 

computation earlier in time. In other word,  multi-round 

strategy reduces the general idle time of the processors at the 

end of the load distribution by subdividing the data fractions 

more and recurring distributing them [10, 11].This strategy is 

more difficult to implement than single one since the root 

processor has to perform a large number of operation to 

prepare the data for transmission but it cause considerable 

improvement in time performance. Also when we have limited 

in resource ,memory or buffer size and the data file to be 

processed is very large[11].  However, these works only 

consider a single task and for online scheduling of multiple 

tasks, it could be more challenging [5]. Moreover, deciding the 

proper number of processors is one significant challenge in 

multi-round strategy. 

Recent research[12,13] obtained exact solutions to the 

problem of determining the proper number of processors that 

must be assigned to a job upon multiprocessor platforms, but it 

is not in real-time concept. In other words, they did not 

consider deadline in their solution. Therefore, in this paper we 

proposed another linear programming (LP) approach to 

determine the proper number of processors according to meet 

deadline in real-time multi-round algorithm. 
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This paper is organized as follows. In the next section, we 

present task model and system model. In Section III, a 

proposed method is presented which includes closed-form 

formula for finding the proper number of processors. In 

section IV, simulation result of our algorithm is discussed. 

Finally, section V gives the conclusions. 

II. Task and system model 

In this section, we describe task and system model in real-time 

divisible load theory, which is used in this research. In this 

method, we used client-server topology for network which all 

processors are connected to a head processor  and the head 

processor only schedule tasks and distribute chunks among 

workers and does not participate in computation.  

In other words, the role of head node is accept or reject 

incoming jobs and execute the scheduling algorithm .This 

model includes of homogeneous environment, which means 

that all processing nodes have the same computational 

capacity and all links from head processor to workers have 

same bandwidth. This system does not have communication 

and computation over heads. 

Moreover, it is assumed that data transmission does not 

happen in parallel. It means that head processor may be 

sending data to at most one worker at any time instant. 

However, in different processing nodes computation may 

accrue in parallel. Also, the head processors and workers are 

preemptive : the head processor completes the scheduling one  

job before considering the next job, and each workers 

complete computing one chunk of job before moving on to the 

other chunk of job that may have been assigned to it  [14-16]. 

In RT-DLT each job  is identified by a 3-tuple ( ) 

where >0 is job arrival time, >0 is total data size of the 

job, and >0 is job relative deadline. 

Table 1. Notations 

Notation Description 

 
Total size of data 

V Total size of each round 

n Number of processors 

m Number of rounds 

 Job arrival time 

 Job deadline 

 Time between current instant and deadline 

 Communication time 

 Computation time 

 Workload fraction 

 Ready time which is available time for each 

worker 

 Start time for receiving data from head node 

III. Proposed method 
 

In this research, we assume that all processors are available at 

same time. Under this model of processor availability, it is 

known that the completion time of a job on a given set of 

processing nodes is minimized if all the processing nodes 

complete their execution at the same instant. In other words, if 

some processing nodes complete the processing of a given 

workload before others then they will face idle time. 

Moreover, in this research we assume that the size of all 

rounds is equal. If we change the size of rounds and increase 

that, the idle time between each round is increased. If we 

decrease the round size, data-transferring time to the previous 

processor is decreased, but current processing node is busy 

since computation time of previous round is large. For a given 

job ( ) and given number of processor,  

denote the amount of the workload that is assigned to the i
th

 

processing node  1 i n. 

 

The primary idea in this algorithm is according to the first 

principles. In this algorithm we started out with no processors 

and continually added to them until processing the job finished 

(line 8 in the pseudo-code), or we specify that it is not possible 

to schedule this job by its deadline (line 9). 

In greater detail, we are given the total size of the workload 

( ), the amount of time between the current instant and the 

deadline ( ), the computation time  and communication 

time  which are cluster parameters, and the ready times for 

each processor  ,  ,…,   in regular order. The minimum 

number of processors needed (  ) have been determined, 

the fractions allocated to each processor (the ’s), and the 

start time at that each processor will begin receiving data from 

the head node  (the ’s) . 

 

 

MINPROCS(σ,∆)  

1. read numround;  

2. minproc ←0 ;  

3. σ ← ( σ ÷ numround);  

4. ∆ ← ( ∆ ÷ numround);  

5. for  round=1 to numround  do  

6.    ←   ;  sum←0;  i←1 ; D ← ∆; 

7.   while (true) do 

8.     if ( sum ≥ 1) break end if 

9.     if (  ≥ D ) break end if 

10.     ← (D − ) ÷ (σ × (  +   )) 

11.      ← max ( ,  + ( × σ× ))  
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12.    sum←sum+  

13.    i←i+1 

     end while  

14.  if ( sum ≥ 1) then  success!! 

15.      minproc ←max( minproc , i) 

     else  cannot meet the deadline        

17.       minproc ← ∞ 

    end if 

18.   D ← D + ∆;  

    end for 

 

Fig. 1. Computing  

The pseudo-code uses some additional variables: numround 

which is the number of rounds will be used in this algorithm 

,sum which is total portion size of the workload that has 

already been allocated to each workers,  i that point to  and 

the number of processors and D which is allocated deadline 

for each round. The main body of the pseudo-code is for loop 

which count the number of rounds and inside of that is an 

infinite while loop which the only exist reason is be one of two 

break statements. The break in line 8 shows that we have 

allocated the whole job to the exact number of processors and 

break execute in line 9 means that it is not possible to execute 

this job according to meet this deadline. For example, the 

number of processors with the different ready time are not 

enough to process the job according to meet its deadline. 

If neither break statement executes,    which is the faction of 

the job that is allocated to processor  is calculated. The 

value is executed by time unit (  ) for receiving data 

fraction  from the head node and computing this data for 

( ) time unit. In optimal situation, we would like these 

processing nodes complete execution at the job deadline like 

time-instant D. Due to   may only start receiving data at 

time-instant  , we need to  +  +  = D and we 

calculate value of  in line 10. 

Once  computed the allocated fraction   , we can calculate 

the time at which  may start execution. This time is the 

later of  ready time and the time at that  has received 

data. Moreover the head-node is able to transmit the data 

fraction to  . This computation of  is done in line 11. 

Moreover, Lines 12 and 13 update the total values of the 

workload portion that already has been allocated, and the 

processor index, which is considered next. To determine the 

final number of processor in algorithm we should select 

maximum of them in each round, which is done in line 15. 

Furthermore, deadline increase in each round in line 18. 

 

IV. Simulation results 
In this section we have presented our simulation experiments 

and displayed some of our result and compare that with single-

round algorithm in the same condition. Our experiment were 

performed in MATLAB and using linear-programming 

solving which is available with MATLAB to solve our LPs. 

The outcomes of our experiments are plotted in Figure 2. For 

greater detail, we also present the results data in Table 2.  

The graph in Figure 2 plot the minimum number of processors 

(  ) required to complete a given real-time workload by its 

allocated deadline, when this minimum number of processors 

is computed by our multi-round algorithm (depicted in the 

graphs by red line) and when it is computed by the single-

round algorithm [17] (depicted in the graphs by blue line). As 

can be seen in the graphs, typically the performance of our 

algorithm is better than single-round algorithm performance 

[17]. 
 

 

Fig. 2. Evaluation of produced  with increasing data size and cluster 

of n=16 processors. 

     

 The graphs in Figure 2 calculate the respective performance 

of the two algorithms since the size of the workload is 

increased, for 16 processors in cluster platform relatively. The 

performance enhancement is presented to be insignificant or 

very small for loads with small size; but when the load size 

increases, the performance penalty rewarded by the single-

round algorithm[14, 17] becomes more considerable.  

For better detail, we presented the minimum number of 

processors generated by both algorithms in Table 2.  
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Table 2. evaluation of produced  with increasing datasize and a cluster of 

n=16 processors. 

 

 

The advanced conclusion to be drawn from these experiments 

are that the previous single-round algorithm [17] is acceptable 

upon clusters in which workloads size are small and/or have 

large relative deadlines . In other words, for large size 

workloads according to our finding, single-round algorithm 

will not be able to execute the job and optimal multi-round 

algorithm performs significantly better.   
 

V. Conclusion 
In this paper, we have studied scheduling problems in RT-

DLT. Moreover, some of fundamental characteristic in two 

models of divisible load scheduling, single-round and multi-

round are presented. In addition, we proposed a multi-round 

algorithm that efficiently determines the minimum number of 

processors which are required to meet a job deadline and 

significantly decrease the number of processor in comparison 

with single-round algorithm in the same situation. In other 

word, through experimental evaluation, we have shown that 

this efficient algorithm significantly improves on the heuristic 

approximations proposed in single-round algorithm. As we 

mentioned above, designing multi-round algorithms in real-

time concept is complex and less results are available in 

literature. In this paper we found a solution for one of them. 

There are two other significant challenges in multi round 

strategy which are proper number of rounds and scheduling 

the last round which in the future research we will be work on 

them. 
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