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#### Abstract

This paper proposes a system that can estimate kinematic parameters of the target vehicle like location, velocity, and acceleration to avoid possible vehicle collision. Kinematic parameters are extracted from radar signal with appropriate waveform modulation. Hybrid linear frequency modulation (LFM) and frequency- shift keying (FSK) is used in radar so that more than one target is detected with high range resolution and high time update. Extracted kinematic parameters are than process using Modified Linear Kalman Filter (MLKF) along with trilateration process. Extended Kalman Filter (EKF) is also use to compare response of the two systems. Sensor network is useful for $\mathbf{3 6 0}$ degree protection of individual car. Sensors used in sensor network are 77 GHz wide range radar and 24 GHz ultra-wide band (UWB) short range radar (SRR).
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## I. Introduction

A study shows that $60 \%$ of rear-end collisions can prevented if driver get 0.5 s of early warning [1]. In car accidents million people die and more than 30 million are injured every year in the world [2]. In many of the cases, the driver did not hit the brake before an accident, because they either not aware of the danger or had less time to react. Radar based an autonomous cruise-control (ACC) scheme can be help in avoiding rear-end collisions, and a lane-departure warning, and that will significantly reduce the number of car accidents.
For total 360 degree protection it is needed to use sensor network because single radar sensor has some range and azimuthal angle limitation. Today in the market different type of radars are available such as 77 GHz wide range radar with

[^0]maximum range of 200 m and it has azimuthal range of $\pm 10^{\circ}$ and 24 GHz ultra-wide band short range radar with maximum range of 30 m and it has azimuthal range of $\pm 70^{\circ}$ [8]-[9].

The important requirement for collision avoidance system is the simultaneous target vehicle kinematic parameter measurement with high resolution. For this purpose there is need to use appropriate waveform modulation technique to get accuracy even in multi-target situations. Hybrid linear frequency modulation (LFM) and frequency- shift keying (FSK) is used in radar so that more than one target is detected with high range resolution and high time update [3].

For proper working of Collision avoidance system the signal receives from radar network must be noiseless but due to noisy environment there is no guaranty of getting noiseless signal. To remove noise, receive signal must process using filter. MLKF is used along with trilateration process to estimate kinematic parameter of target vehicle. Initially MLKF takes some time to converse to its true value.

In this paper, propose system contain MLKF which improve accuracy of estimated kinematic parameters. The propose approach explain in section III A. EKF is explained in section III B. The two filters are compared under different scenarios in section IV.

## II. Radar in collision avoidance system

In collision avoidance system many type of sensor are used like radar, lidars and image sensor [5]. Propose system uses radar sensor because it has advantages. These are:

- A relative distance and velocities can be measure with good accuracy.
- Multiple targets can be detected.
- Measurements time is very short.
- Robots against changing light conditions.

Different types of Radars are available in a market. For 360 degree protection of individual vehicle, multiple numbers of radars are useful. 24 GHz radar is useful for Collision warning, Collision mitigation, Blind spot monitoring, parking aid (forward and reverse), Lane change assistant, Rear crash collision warning. It has detection range of 0.2 to 30 m , a range resolution of 15 cm , a range accuracy of 7.5 cm and opening angle of $\pm 70^{\circ}$. During overtaking there is need of long range object detection, for this purpose 77 GHz radar can be useful. It has range from less than 1 m to up to 200 m , up to $\pm 14^{\circ}$ opening angle in long range and a relative velocity range of up to $\pm 260 \mathrm{~km} / \mathrm{h}$ [8].

For proper protection of vehicle like car, 10 radars of short range and 2 radars of long range can be used. Figure 1 shows placement of radar on car. These Radars are grouped into four different subsystems like front subsystem, right subsystem, left subsystem, rear subsystem. Front subsystem consists of two 24 GHz radars and two 77 GHz radar. These radars are useful for collision warning, Precrash and stop and Go. Right and left subsystem consist of three radars each of 24 GHz type. These are useful for Blind Spot Detection and Cut-in collision warning. Rear subsystem consists of two 24 GHz radars for Parking Aid and Rear-end collision warning. Figure 1 show that Maximum area around vehicle is covered by two or more radars for trilateration process.


Figure 2. use and range of 24 GHz radar and 77 GHz radar

## III. Filters

## A. i] Modified Linear Kalman Filter

Equation of Kalman filter in [4] and modified equations are given as

$$
\begin{align*}
& \hat{x}[\mathrm{n}+1 \mid \mathrm{n}]=\mathrm{F}[\mathrm{n}+1 \mid \mathrm{n}] \cdot \hat{x}[\mathrm{n} \mid \mathrm{n}]  \tag{1}\\
& \mathrm{K}[\mathrm{n}+1 \mid \mathrm{n}]=\mathrm{F}[\mathrm{n}+1 \mid \mathrm{n}] \cdot \mathrm{K}[\mathrm{n} \mid \mathrm{n}] \cdot F^{T}[\mathrm{n}+1 \mid \mathrm{n}]+Q_{1}  \tag{2}\\
& \mathrm{R}[\mathrm{n}]=\mathrm{c}[\mathrm{n}] \cdot \mathrm{K}[\mathrm{n} \mid \mathrm{n}-1] \cdot C^{T}[\mathrm{n}]+Q_{2}  \tag{3}\\
& \mathrm{G}[\mathrm{n}]=\mathrm{K}[\mathrm{n} \mid \mathrm{n}-1] \cdot C^{T}[\mathrm{n}] / \mathrm{R}[\mathrm{n}]  \tag{4}\\
& \hat{x}[\mathrm{n} \mid \mathrm{n}]=\hat{x}[\mathrm{n} \mid \mathrm{n}-1]+\mathrm{G}[\mathrm{n}] \cdot \alpha[\mathrm{n}]  \tag{5}\\
& \alpha[\mathrm{n}]=\mathrm{y}[\mathrm{n}]-\mathrm{C}[\mathrm{n}] \cdot \hat{x}[\mathrm{n} \mid \mathrm{n}-1]  \tag{6}\\
& \mathrm{K}[\mathrm{n} \mid \mathrm{n}]=\mathrm{K}[\mathrm{n} \mid \mathrm{n}-1]-\mathrm{G}[\mathrm{n}] \cdot \mathrm{C}[\mathrm{n}] . \mathrm{K}[\mathrm{n} \mid \mathrm{n}-1]-\mathrm{D}[\mathrm{~K}[\mathrm{n} \mid \mathrm{n}-1]]  \tag{7}\\
& \mathrm{Where} \\
& \alpha[\mathrm{n}]=\text { Innovation vector at time } \mathrm{n} . \\
& \mathrm{y}[\mathrm{n}]=\text { Observation at time } \mathrm{n} . \\
& \hat{x}[\mathrm{n} \mid \mathrm{n}]=\text { filtered estimate of the state vector at time } \mathrm{n} . \\
& \hat{x}[\mathrm{n}+1 \mid \mathrm{n}]=\text { Predicted estimate of the state vector at time } \mathrm{n} . \\
& \mathrm{G}[\mathrm{n}]=\text { Kalman gain at time } \mathrm{n} . \\
& \mathrm{K}[\mathrm{n} \mid \mathrm{n}]=\text { Correlation matrix of error in } \hat{x}[\mathrm{n} \mid \mathrm{n}] \\
& \mathrm{K}[\mathrm{n}+1 \mid \mathrm{n}]=\text { Correlation matrix of error in } \hat{x}[\mathrm{n}+1 \mid \mathrm{n}] \\
& \mathrm{C}[\mathrm{n}]=\text { Measurement matrix at time } \mathrm{n} . \\
& Q_{1}=\text { Correlation matrix of process noise. }
\end{align*}
$$

$Q_{2}=$ Correlation matrix of measurement noise.
$\mathrm{D}[\mathrm{K}[\mathrm{n} \mid \mathrm{n}-1]]=$ Modification function of $\mathrm{K}[\mathrm{n} \mid \mathrm{n}-1]$

$$
\mathrm{D}[\mathrm{~K}[\mathrm{n} \mid \mathrm{n}-1]]=\left[\begin{array}{llc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & e^{\mathrm{K}_{\mathrm{mxxm}}[\mathrm{n} \mid \mathrm{n}-1]}
\end{array}\right]
$$

The measurement vector and dynamic state vector for $i$ th sensor is define as

$$
y_{i}[\mathrm{n}]=\left[\begin{array}{c}
\hat{i}_{\mathrm{i}[\mathrm{~m}]} \\
v_{\mathrm{i}[\mathrm{M}]} \\
a_{\mathrm{i}[\mathrm{~m}]}
\end{array}\right] \quad \hat{x}_{\mathrm{i}}[\mathrm{n}]=\left[\begin{array}{c}
{\hat{v_{i[m}}}^{\hat{v}_{\mathrm{im}}} \\
\hat{a}_{\mathrm{i}[\mathrm{~m}]}
\end{array}\right]
$$

For $\mathrm{j}=2$. The state transition matrix can be derived as

$$
\mathrm{F}[\mathrm{n}+1 \mid \mathrm{n}]=\left[\begin{array}{ccc}
1 & T & T^{2} \\
0 & 1 & T \\
0 & 0 & 1
\end{array}\right]
$$

where T is the time interval for state update.
Initial condition for matrices is as follow.

$$
\begin{aligned}
& Q_{2}=\left[\begin{array}{ccc}
\sigma_{v}^{2} & 0 & 0 \\
0 & \sigma_{v}^{2} & 0 \\
0 & 0 & \sigma_{a}^{2}
\end{array}\right] \quad Q_{1}=0 \quad \mathrm{C}[\mathrm{n}]=I_{a x a} \\
& \mathrm{~K}[1 \mid 0]=I_{\mathrm{axa}} \\
& \mathrm{D}[\mathrm{~K}[\mathrm{n} \mid \mathrm{n}-1]]=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & e^{K(a, a)}
\end{array}\right]
\end{aligned}
$$

Where $e^{K(a, a)}$ means last element of $3 \mathrm{x} 3, \mathrm{~K}[\mathrm{n} \mid \mathrm{n}-1]$ matrix varies exponential.

## ii] Trilateration

Now let's consider two sensors are located at ( $x_{1}, 0$ ) and ( $x_{2}, 0$ ) location on vehicle. These sensor tracking the target located at $(\hat{X}, \widehat{Y})$, moving at velocity $\left(\hat{v}_{x}, \hat{v}_{y}\right)$, acceleration $\left(\hat{a}_{x^{\prime}} \hat{a}_{y}\right)$. Estimated parameter from sensors given to MLKF for filtering process and then filtered signal is used in trilateration process to calculate target relative distance, velocity and acceleration in $x-y$ direction [6].

The range from two sensors can express as

$$
\begin{equation*}
\overline{r_{1}^{2}}=\left(\hat{X}-x_{1}\right)^{2}+\widehat{Y}^{2} \quad \overline{r_{2}^{2}}=\left(\hat{X}-x_{2}\right)^{2}+\widehat{Y}^{2} \tag{8}
\end{equation*}
$$

After eliminating $\widehat{y}$, we get

$$
\begin{equation*}
\hat{X}=\frac{x_{1}^{2}-x_{2}^{2}-\vec{r}_{2}^{2}+\vec{r}_{2}^{2}}{2\left(x_{1}-x_{2}\right)} \tag{9}
\end{equation*}
$$

Then, $\hat{y}$ can be determined as

$$
\begin{equation*}
\overline{\mathrm{Y}}=\sqrt{\frac{\sqrt{r_{2}^{2}+\vec{r}_{1}^{2}-\left(\hat{2}-x_{1}\right)^{2}-\left(\hat{k}-x_{2}\right)^{2}}}{2}} \tag{10}
\end{equation*}
$$

Target velocity and acceleration can be derived as

## B. Extended Kalman Filter

Extended Kalman Filter is nonlinear filter so Taylor approximation is applied to linearize the transition matric [7]. After approximation Equation become

$$
\begin{align*}
& \widehat{x}[\mathrm{n}+1 \mid \mathrm{n}]=\mathrm{F}[\mathrm{n}+1 \mid \mathrm{n}] \cdot \hat{x}[\mathrm{n} \mid \mathrm{n}]  \tag{13}\\
& \mathrm{K}[\mathrm{n}+1 \mid \mathrm{n}]=\mathrm{F}[\mathrm{n}+1 \mid \mathrm{n}] \cdot \mathrm{K}[\mathrm{n} \mid \mathrm{n}] \cdot F^{T}[\mathrm{n}+1 \mid \mathrm{n}]+Q_{1}  \tag{14}\\
& \mathrm{R}[\mathrm{n}]=\mathrm{c}[\mathrm{n}] \cdot \mathrm{K}[\mathrm{n} \mid \mathrm{n}-1] \cdot C^{T}[\mathrm{n}]+Q_{2}  \tag{15}\\
& \mathrm{G}[\mathrm{n}]=\mathrm{K}[\mathrm{n} \mid \mathrm{n}-1] \cdot C^{T}[\mathrm{n}] / \mathrm{R}[\mathrm{n}]  \tag{16}\\
& \hat{x}[\mathrm{n} \mid \mathrm{n}]=\hat{x}[\mathrm{n} \mid \mathrm{n}-1]+\mathrm{G}[\mathrm{n}] \cdot \alpha[\mathrm{n}]  \tag{17}\\
& \alpha[\mathrm{n}]=\mathrm{y}[\mathrm{n}]-\mathrm{C}[\mathrm{n}, \hat{x}[\mathrm{n} \mid \mathrm{n}-1]]  \tag{18}\\
& \mathrm{K}[\mathrm{n} \mid \mathrm{n}]=\mathrm{K}[\mathrm{n} \mid \mathrm{n}-1]-\mathrm{G}[\mathrm{n}] \cdot \mathrm{C}[\mathrm{n}] . \mathrm{K}[\mathrm{n} \mid \mathrm{n}-1] \tag{19}
\end{align*}
$$

Where
$\mathrm{y}[\mathrm{n}]=$ Observation at time n .
$\mathrm{C}[\mathrm{n}, \mathrm{x}[\mathrm{n}]]=$ nonlinear Measurement matrix at time n .
$Q_{1}=$ Correlation matrix of process noise.
$Q_{2}=$ Correlation matrix of measurement noise.
The measurement vector and dynamic state vector for system containing two sensors at $\left(x_{1}, 0\right)$ and $\left(x_{2}, 0\right)$ location on vehicle is define as
$\mathrm{Y}[\mathrm{n}]=\left[\begin{array}{l}\hat{r}_{1}[\mathrm{n}] \\ \hat{r}_{2}[\mathrm{n}]\end{array}\right]$
$\hat{x}[n]=\left[\begin{array}{lllll}\hat{X}[\mathrm{n}] & \hat{v}_{x}[\mathrm{n}] & \hat{a}_{x}[\mathrm{n}] & \hat{Y}[\mathrm{n}] & \hat{v}_{y}[\mathrm{n}]\end{array} \quad \hat{a}_{y}[\mathrm{n}]\right]^{x}$
The state transition matrix can be derived as
$\mathrm{F}[\mathrm{n}+1 \mid \mathrm{n}]=\left[\begin{array}{cccccc}1 & T & T^{2} / 2 & 0 & 0 & 0 \\ 0 & 1 & T & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & T & T^{2} / 2 \\ 0 & 0 & 0 & 0 & 1 & T \\ 0 & 0 & 0 & 0 & 0 & 1\end{array}\right]$
Linear Measurement matrix can derive as

Initial condition for matrices is as follow.

$$
Q_{2}=\left[\begin{array}{ccc}
\sigma_{v}^{2} & 0 & 0 \\
0 & \sigma_{v}^{2} & T \\
0 & 0 & \sigma_{\alpha}^{2}
\end{array}\right] \quad Q_{1}=0 \quad \mathrm{~K}[1 \mid 0]=I_{\operatorname{axa}}
$$

Take $\mathrm{T}=200 \mu_{\mathrm{S}}, \sigma_{r}=0.05 \mathrm{~m}, \sigma_{v}=0.02 \mathrm{~m} / \mathrm{s}, \sigma_{a}=1 \mathrm{~m} / \mathrm{s}^{2}[6]-[7]$

## IV. Comparison of filters



Figure 3.Target vehicle makes a left turn in front of the host vehicle
For different scenarios both modified linear kalman filter and extended kalman filter are compared in this paper. Let
consider two vehicles are moving on XY- plane. Host vehicle is moving with constant velocity in Y-direction and target vehicle tries to take left turn in front of host vehicle with different speed and acceleration.

The center of mass of target vehicle is at $\left(x_{t c}(t), y_{t e}(t)\right)$ and center of front bumper of host vehicle is origin of reference coordinate. $\rho$ is the radius from center of mass of target vehicle to its longest edge. $\theta$ is the polar angle of vehicle motion. $\phi$ is the initial azimuthal angle of the polar coordinate with respect to reference coordinate. Trajectory of target vehicle can be given by following equation.

$$
\begin{align*}
& x_{\mathrm{t}}(\mathrm{t})=x_{\mathrm{tc}}(\mathrm{t})+\rho \cos \theta(\mathrm{t})  \tag{20}\\
& y_{t}(t)=y_{t c}(t)+\rho \sin \theta(t)  \tag{21}\\
& \theta(\mathrm{t})=\tan ^{-1}\left[\frac{V_{t y}(t)}{v_{t x}(t)}\right]+\phi-90^{\circ} \tag{22}
\end{align*}
$$

Where $v_{t x}(t)$ and $v_{t y}(t)$ are target vehicle velocity in x and y direction respectively.

The radial parameter between given target point and ith sensor thus be express as [6]

$$
\begin{align*}
& r_{1}^{2}(\mathrm{t})=\left(X^{\prime}(t)-x_{1}\right)^{2}+\left(Y^{\prime}(t)-y_{1}\right)^{2}  \tag{23}\\
& r_{2}^{2}(t)=\left(X^{\prime}(t)-x_{2}\right)^{2}+\left(Y^{\prime}(t)-y_{2}\right)^{2} \tag{24}
\end{align*}
$$

$$
\begin{align*}
& {\left[\begin{array}{l}
v_{1}(t) \\
v_{2}(t)
\end{array}\right]=\left[\begin{array}{ll}
\frac{x_{0}(t)-x_{1}}{\gamma_{1}} & \frac{\bar{Y}^{\prime}(t)-y_{1}}{r_{1}} \\
\frac{x_{1}(t)-x_{2}}{\gamma_{2}} & \frac{\vec{Y}^{\prime}(t)-v_{2}}{r_{2}}
\end{array}\right] \cdot\left[\begin{array}{l}
v_{x}^{\prime}(t) \\
v_{y}^{\prime}(t)
\end{array}\right]} \tag{25}
\end{align*}
$$

$$
\begin{align*}
& X^{\prime}(t)=x_{\mathrm{t}}(t)-x_{\mathrm{h}}^{\gamma_{2}}(t) \quad{ }^{\gamma_{2}} \quad Y^{\prime}(t)=y_{\mathrm{t}}(t)-y_{h}(t)  \tag{27}\\
& v_{x}^{\prime}(t)=v_{t x}^{\prime}(t)-v_{h x}^{\prime}(t) \quad v_{y}^{\prime}(t)=v_{t y}^{\prime}(t)-v_{h y}^{\prime}(t)  \tag{28}\\
& a_{x}^{t}(t)=a_{t x}^{t}(t)-a_{h x}^{r}(t) \quad a_{y}^{\prime}(t)=a_{t y}^{t}(t)-a_{\text {hy }}^{\prime}(t)
\end{align*}
$$

Where $x_{t}(t), y_{t}(t), v_{t x}^{f}(t), v_{t y}^{f}(t), a_{t x}^{f}(t), a_{t y}^{r}(t)$ are position, velocity, and acceleration of closest point of target vehicle from host vehicle.

Similarly $x_{h}(t), y_{h}(t), v_{h x}(t), v_{h y}(t), a_{h x}^{f}(t), a_{h y y}^{r}(t)$ are position, velocity, and acceleration of reference point on host vehicle.

For demonstration point of view, let's consider length and width of both vehicles are 4 m and 1.8 m respectively. The center of front bumper of host vehicle is chosen as origin of reference coordinate. The two sensors are placed at 0.8 m (i.e. $(0.8,0)$ and $(-0.8,0)$ away from center of front bumper towards right and left side.

Scenario 1: Initial Kinematic parameters for both vehicles are chosen as follow.
$x_{t}(t)=5 \mathrm{~m}, y_{t}(t)=10 \mathrm{~m}, \quad v_{t x}(t)=0 \mathrm{~m} / \mathrm{s}$, $v_{t y}^{\prime}(t)=11 \mathrm{~m} / \mathrm{s}, \quad x_{h}(t)=0 \mathrm{~m}, \nu_{h}(t)=0 \mathrm{~m}, \quad v_{h x}^{n}(t)=$ $0 \mathrm{~m} / \mathrm{s}, v_{\text {hy }}^{\prime}(t)=21 \mathrm{~m} / \mathrm{s}, a_{h x}^{\prime}(t)=0 \mathrm{~m} / \mathrm{s}^{2}, a_{\mathrm{hy}}^{\prime}(t)=0 \mathrm{~m} / \mathrm{s}^{2}$. Suffix $h$ stand for host vehicle and $t$ stand for target vehicle. At $t=0$ target vehicle begins to take a left turn with a velocity $v_{t y}^{\prime}(t)=11 \mathrm{~m} / \mathrm{s}$ and turn radius $\mathrm{R}=15 \mathrm{~m}$. Due to circular motion, acceleration of magnitude $a^{s}{ }_{t x}(t)=-8.06 \mathrm{~m} / \mathrm{s}^{2}$ $\left(a=V^{2} / R\right)$ will act on vehicle. The RMS errors of estimated






Figure 4. Estimation errors. (Solid line) MLKF and (dash-dot line) EKT
kinematic parameters for system containing MLKF and EKF at $t=0.8 \mathrm{~s}$ are listed in the column s 1 in Table I.

Figure 4 shows evolution of kinematic parameter for scenarios ' 1 ' using both filter approaches. The RMS error for estimated kinematic parameter are given by

$$
\begin{equation*}
\varepsilon_{\gamma}=\sqrt{\frac{1}{M} \sum_{n=1}^{M}[\hat{\gamma}(n)-\gamma]^{2}} \tag{30}
\end{equation*}
$$

Here $\gamma=x, y, v_{x}, v_{y}, a_{x}, a_{y}$ and superscript (n) denote nth trial of Monte Carlo simulation with $\mathrm{M}=100$.

Scenario 2: Initial Kinematic parameter for target vehicle is chosen as, $v_{t y}(t)=30 \mathrm{~m} / \mathrm{s}$. At $\mathrm{t}=0$ target vehicle begins to take a left turn with a velocity $v_{t y}^{\prime}(t)=30 \mathrm{~m} / \mathrm{s}$ and turn of radius $\mathrm{R}=10 \mathrm{~m}, a_{t x}(t)=-90 \mathrm{~m} / \mathrm{s}^{2}$. The RMS errors of estimated kinematic parameters for system containing MLKF and EKF at $t=0.4 \mathrm{~s}$ are listed in the column s2 in Table I.

Scenario 3: Initial Kinematic parameter for target vehicle is chosen as, $v_{t y}^{s}(t)=20 \mathrm{~m} / \mathrm{s}$. At $\mathrm{t}=0$ target vehicle begins to take a left turn with a velocity $v_{t y}^{\prime}(t)=20 \mathrm{~m} / \mathrm{s}$ and turn of radius $\mathrm{R}=15 \mathrm{~m}, a^{\prime}{ }_{t x}(t)=-8.06 \mathrm{~m} / \mathrm{s}^{2}$. The RMS errors of estimated kinematic parameters for system containing MLKF and EKF at $t=0.6 \mathrm{~s}$ are listed in the column s 3 in Table I.
TABLE I. RMS ERROR OF ESTIMATED KINEMATIC PARAMETERS

|  | MLKF <br> $(\mathbf{s 1})$ | EKF <br> $(\mathbf{s 1})$ | MLKF <br> $(\mathbf{s 2})$ | EKF <br> $(\mathbf{s 2})$ | MLKF <br> $(\mathbf{s 3})$ | EKF <br> $(\mathbf{s 3})$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{\varepsilon}_{\mathbf{x}}$ | 0.0057 | 0.0124 | 0.0179 | 0.6232 | 0.0202 | 0.6194 |
| $\boldsymbol{\varepsilon}_{\boldsymbol{y}}$ | 0.0119 | 0.0244 | 0.0115 | 0.0813 | 0.0113 | 0.0809 |
| $\boldsymbol{\varepsilon}_{\text {vx }}$ | 0.2760 | 0.0760 | 0.4801 | 4.8145 | 0.4879 | 4.7501 |
| $\boldsymbol{\varepsilon}_{\text {vy }}$ | 0.0751 | 0.1220 | 1.6222 | 0.2584 | 1.6149 | 0.2642 |
| $\boldsymbol{\varepsilon}_{\text {ax }}$ | 0.3702 | 0.3164 | 1.3555 | 13.762 | 1.1348 | 13.689 |
| $\boldsymbol{\varepsilon}_{\text {ay }}$ | 0.5013 | 0.3738 | 0.9077 | 8.6387 | 0.9540 | 8.5746 |

s1: Scenario 1
s2: Scenario 2
s3: Scenario 3
From table I.it is clear that EKF fails to track the target due to its nonlinear transformation from the radial kinematic parameters to those in the Cartesian coordinates without trilateration. Estimated kinematic parameters error varies with different scenarios.

## V. Conclusion

Proposed system contains MLKF to estimate kinematic parameters of target vehicle. MLKF has high accuracy than EKF. In different scenarios estimate parameter variation in EKF is more than MLKF. The overall performance of MLKF is better than EKF. Three scenarios are used to demonstrate the effectiveness of proposed system.
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