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Abstract—Customer Relationship Management (CRM) 

analyzes, classifies, examines and manages customer's needs 

according to their interest. In this paper, we propose an 

algorithm for grouping customers using fuzzy logic. The term 

fuzzy means not clear or blurred and fuzzy logic means 

representing variation or imprecision in logic. We use fuzzy 

logic, and not other mining and statistical methods, to 

dynamically classify the customers. As a result, we dynamically 

classify customers into more than one groups at the same time. 

The algorithm calculates the customer's chance of belonging to 

a particular group on the basis of probabilities without using 

any prior information. Fixed number of groups is not given as 

input because groups are dynamically generated according to 

the requirement. 

Keywords—Customer Relationship Management, fuzzy 

logic, probability, dynamic classification. 

I. Introduction 

Classification is a form of data examination that is used 
to mine models describing important data classes [1].We 
may build classification approach to categorize customers. 
Researchers use many classification methods in pattern 
reorganization and statistics. Most algorithms occupy more 
memory and typically assuming small data size. The basic 
techniques for classification are Bayesian, tree classifier and 
rule-based classification [1]. Bayesian classification can 
predict class bias probabilities such as the probability that a 
given record belongs to a particular class [2, 3]. The major 
inadequacy of such classification is that the fix number of 
groups is given as an input [4, 5]. Though we need to 
classify customers for which fixed groups are not defined as 
we classify customers according to their interest. In this 
paper, we propose an algorithm that is an extension to 

Bayesian as it removes the mentioned drawback of 
Bayesian. 

The proposed algorithm calculates probability of 
customer and predicts the class label for that customer. The 
customer is classified to the class to which the higher 
probability belongs to or it is assigned to a new class if it is 
less than the predefined fuzzy value. The algorithm includes 
fuzzy logic for dynamically generating a new group for 
customers whose matching class is not found. 

The rest of the paper is organized as follows. In section 
II, we discuss various existing algorithms that are usually 
used for the purpose of grouping. These algorithms include 
various classification algorithms such as Bayesian, and also 
clustering algorithm such as k-means and k-medoid. In 
section III, we discuss the proposed algorithm. This 
algorithm does dynamic classification without requiring any 
training dataset. In section IV, we discuss the explanation of 
proposed algorithm with real example. In section V, we 
conclude with the advantages of the proposed algorithm 
compare to existing algorithms. 

II.  Related Work 

There are many systems based on CRM that groups 
customers with the use of various clustering algorithms such 
as k-means and k-medoids [1]. Clustering is the task of 
separating data points into consistent classes or clusters so 
that items in the same class are as related as possible and 
items in different classes are as unrelated as possible [1]. k-
means is a unsubstantiated partition based algorithm which 
classifies different data objects into k number of groups 
based on resemblance [1]. 
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In k-means number of clusters and initial centroid are 
defined and given in advance [6, 7]. On the other side, our 
algorithm does not give fixed number of groups. Moreover, 
k-means does not work for categorical data and is not 
suitable for arbitrary shaped clusters [8]. k-medoids is also 
similar to k-means but only difference is that it uses median 
to calculate centroid [9, 10]. But the problem remains the 
same as k-means. We cannot use clustering as it cannot 
work with one customer, it needs more than one customer to 
initiate the clustering. If we consider classification then we 
can also group categorical data, we can use Bayesian 
classification for it; but customers can be classified into one 
of the given groups. In CRM, customers’ demands and 
interests change frequently. Therefore, belongings of a 
group may also change and new group generation is 
required. Also, the limitation for both classification and 
clustering is that fixed number of groups is given as input. 
Therefore, we propose an algorithm which overcomes the 
limitations of exiting classification algorithms by including 
fuzziness in them. 

TABLE I. VARIOUS APPROACHES STUDIED FOR 
ALGORITHM 

III. Proposed Algorithm  
The algorithm is based on FCC, that uses the fuzzy value 

(0.5) to decide whether the value of probability is acceptable 
or not for a particular group. So here classification is not on 
static value but is done through fuzzy value. 

A. Algorithm 

Input: Data of new customer 

Output: Dynamic classification of customers 

Step- 1: Calculate the total no. of existing customers in 
database. 

IF (total no. of customers=0) 
Then Go to Step-2 
 Else Go to Step-3 

Step- 2: Create the first group for that customer with group’s 
ID=1. 

Step- 3: Select the entire column of the numeric data 
(Budget) from the database. 

Step- 4: Compare each value of budget with customer’s 
entered value. 

Considering current budget value from entire list =a and 
Customer’s entered value=b. 

      IF (b + 15% of b)  
     Then Go to Step- 4.1 

4.1: Select the budget and group’s ID from the database 
where user’s ID is the ID of the current budget (a). 

4.2: Add these budgets and group’s ID to the list. This is 
the list of such budget whose values are nearer to the 
customer’s entered budget. 

4.3: For each value in the list perform:  

4.3.1: Select group’s ID for each value and store in 
variable say group. 

4.3.2: Count the total no. of entries in that group. 

4.3.3: For each categorical value find the probability 
of belonging to that group. 

 Probability for mode P (M):(no. of entries with selected 
mode in group) / (total count  in group). 

Probability for state P (S): (no. of entries with selected 
state in group) / (total count in group). 

Probability for city P (C): (no. of entries with selected 
city in group) / (total count in group). 

Total probability P = (P (M) + P (S) + P (C)) / 3. 

4.4: Repeat Step- 4.3 for all the budgets selected in Step- 
4.2.  

Step- 5: Find the maximum probability (MAX) from all the 
probabilities found after Step- 4. 

Step- 6: IF (MAX > 0.5) 
 Then Go to Step- 7 
 Else Go to Step- 8 

Step- 7: Add the new customer with the group’s ID to which 
this MAX probability belongs. 

Step- 8: Create new group for that customer with group’s 
ID= max (group’s ID) + 1. 

 

 

 
 
 
 

Approaches Limitations 

Bayesian 

algorithm[11] 

It can classify numeric as well as categorical 

data but it works for fixed group given as 
input and hence fuzziness cannot be 

included.It needs training dataset to be given 

as input. 

k-medoids 

algorithm[12, 13] 

It also clusters numeric data and does not 

work well for large dataset. 

k-means 
algorithm[14, 15] 

It clusters only numeric data and fix number 
of groups must be given as input. 
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B. Flowchart 

 

Figure 1. Flowchart of proposed algorithm.
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IV. Exploring Algorithm 

 
Figure 2. Database before applying algorithm. 

 

As shown in Figure 2 and Figure 3, customers are 
entered into the database, according to this data new 
customer’s probability is calculated and group id is 
assigned to the customer. For the first customer, no 
training dataset is present and further dynamically 
dataset is used to generate the group id for new 
customer. 

Say customer with the following details is to be 
added: Budget=30,000, mode = bus, state = 
Maharashtra and city = Mumbai. 

Step- 1: Calculate the total no. of existing customers 
in database. 

Total count = 3 (from above database). 
IF (total no. of customers=0) 
Then Go to Step-2  
Else Go to Step-3, here total no. of customer=3 > 0 

Step- 2: Create the first group for that customer with 
group’s ID=1. 

Step- 3: Select the entire column of the numeric data 
(Budget) from the database. 

Step- 4: Compare each value of budget with 
customer’s entered value. 

Let say, current budget value from entire list =a and 
Customer’s entered value=b. 
IF (b + 15% of b)   
Then Go to Step- 4.1 

 4.1: Select the budget and group’s ID from the 
database where user’s ID is the ID of the 
current budget (a). 

 4.2: Add these budgets and group’s ID to the list. 
This is the list of such budget whose values are 
nearer to the       customer’s entered budget. 

 4.3: For each value in the list perform:  

 4.3.1: Select group’s ID for each value and 
store in variable say group. 

4.3.2: Count the total no. of entries in that 
group. 

4.3.3: For each categorical value find the 
probability of belonging to that 
group. 

Probability for mode P (M):(no. of entries with 
selected mode in group) / (total count  in group). 
Probability for state P (S): (no. of entries with 
selected state in group) / (total count in group). 
Probability for city P (C): (no. of entries with 
selected city in group) / (total count in group). 
Total probability P = (P (M) + P (S) + P (C)) / 3. 
Result after computation of step3: 
Here b= 30,000 

TABLE II. COMPUTATION FOR STEP4 

A Grou

p’s 

ID 

Count 

(group) 

P (M) P (S) P 

(C) 

Total 

(P) 

26000 1 2 1 0 0 0.33 

28000 1 2 1 0 0 0.33 

29000 2 1 1 1 0 0.66 

 

4.4: Repeat Step- 4.3 for all the budgets selected in 
Step- 4.2.  

Step- 5: Find the maximum probability (MAX) from 
all the probabilities found after Step- 4. 
It is clear from above table that MAX=0.66 

Step- 6: IF (MAX > 0.5) 
Then Go to Step- 7 
Else Go to Step- 8 

Step- 7: Add the new customer with the group’s ID to 
which this MAX probability belongs. 
(0.66 > 0.5) 
MAX belongs to group’s ID =2, so the customer is 
added with the group’s ID= 2. 

Step- 8: Create new group for that customer with 
group’s ID= max (group’s ID) + 1. 
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Figure 3. Database After Applying Algorithm. 

As shown in Figure 3, the new customer is added with 
group id 2 as the requirement of this customer is same as the 
existing customer of this group. If the customer’s 
requirement does not match with any of the groups then 
entire new group will be created. 

V. Conclusion 

The existing algorithms do not function without training 
dataset; they classify customers from the fixed no of classes 
given as input. In this paper, we introduce a novel Fuzzy 
Customer Classification algorithm to classify customers. 
The proposed algorithm can dynamically perceive the 
clusters of customers which overcomes the limitations of the 
known algorithms. Experimental outcome demonstrates that 
the proposed FCC algorithm significantly reduces the 
unwanted results in customer classification. Also, the 
algorithm is relatively independent of the type of added 
noise because the training dataset is not used, and as 
significance, in the deficiency of prior knowledge of the 
noise. The algorithm can be used in CRM systems and may 
prove its significance for researchers working in this area. 
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