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Abstract - Cancer is a class of diseases characterized by out-of-

control cell growth and pancreatic cancer (PC) occurs when this 

uncontrolled cell growth begins in the pancreas. If it is malignant 

and not detected at early stages, it may cause death. The aim of 

this paper is to present artificial neural network in pancreatic 

disease diagnosis based on a set of symptoms. The real procedure 

of medical diagnosis which usually is employed by physicians was 

analyzed and converted to a machine implementable format. This 

paper presents an approach to detect the various stages of 

pancreatic cancer affected patients. Outcome suggests the 

effectiveness of using neural network over manual detection 

procedure. 
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I. Introduction 
 

       Medical Disease Diagnosis using Artificial Neural 

Networks (ANN) [1] is currently a very active research 

domain in medicine and it is believed that it will be more 

widely used in biomedical systems in the next few years. 

Neural networks (NN) techniques have recently been applied 

to many medical diagnosis problems [2] [3]. Most applications 

of artificial neural networks to medicine are classification 

problems; that is, the task is on the basis of the measured 

features to assign the patient to one of a small set of classes. 

Several research groups are working world wide on the 

development of neural networks in medical diagnosis [4] [5]. 

Neural networks are used to increase the accuracy and 

objectivity of medical diagnosis. An ANN is a network of 

interconnecting processing elements (neurons) operating in 

parallel. These elements are inspired by biological nervous 

systems. As in nature, the connections between elements 

largely determine the network function. A subgroup of 

processing element is called a layer in the network. The first 

layer is the input layer and the last layer is the output layer. 

Between the input and output layer, there may be additional 

layer(s) of units, called hidden layer(s). One can train a neural 

network to perform a particular function by adjusting the 

values of the connections (weights) between elements. 

Pancreatic cancer is the fourth most common cause of cancer-

related deaths in the United States and the eighth worldwide.  

 

    Pancreatic cancer is of malignant type neoplasm originates 

from transformed cells arising in tissues form the pancreas. 
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Pancreas is a 6-inch long spongy organ located behind the 

stomach in the back of the abdomen. The pancreas contains 

exocrine and endocrine glands that create pancreatic juices, 

hormones, and insulin. Pancreatic juices, or enzymes, made by 

the exocrine glands are released into the intestines by way of a 

series of ducts in order to help digest fat, proteins, and 

carbohydrates. The endocrine cells are arranged in small 

clusters called islets of Langerhans, which release insulin and 

glucagon into the bloodstream. These two hormones manage 

levels of sugar in the blood. When they are not working 

properly, the result is often diabetes. The abnormal pancreas 

tissues continue dividing and form lumps or masses of tissue 

called tumours. Tumours then interfere with the main 

functions of the pancreas. If a tumour stays in one spot and 

demonstrates limited growth, it is generally considered to 

be benign.  

The aim of this approach is to show that neural networks 

can make an accurate individualized prognosis of a patient 

given his or her particular condition [6] [7]. The need of 

designing a system that would help to diagnose of pancreatic 

cancer cannot be over emphasized. This paper demonstrates 

the practical application of human intelligence in the health 

sector [8] [9]. In diagnosis of pancreatic cancer using neural 

network provides a self-learning intelligent system that is 

capable of tackling uncertainties in the diagnosis process. This 

paper provides the information of the patients whether they 

have pancreatic cancer or not. This diagnosis is functioning 

depending on some symptoms which has been taken from their 

previous medical records and physician and train these 

symptoms through neural network to detect which patient is 

suffering from pancreatic cancer or he/she might be suffering 

from pancreatic cancer or may not suffer at all. The neural 

network using fuzzified symptoms values is applied in this 

approach to diagnosis pancreatic cancer properly. 

In recent years neural network based methods have been 

widely used in prediction, especially in medical diagnosis [10] 

[11]. A review of literature reveals that artificial neural 

network have been used successfully to diagnose different 

medical diseases. Kamruzzaman et al. proposed a neural 

network ensemble based methodology for diagnosing of the 

heart disease medical disease diagnosis [12] in 2004. In 2008, 

Das
 

and Bhattacharya
 

implemented [13]
 

genetic algorithm 

(GA) based Neuro Fuzzy Techniques for breast cancer 
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identification and adaptive neuro fuzzy classifier has been 

introduced to classify the tumour mass in breast. Later 

Payandeh [14] et al. developed a new method for Diagnosis 

and Predicting Blood Disorder and Cancer Using ANN. 

Bahar et al. analyzed ANN for prediction of headache in this 

year [15]. This analysis has been done to investigate the 

ability of neural networks to detect and classify the complete 

improvement of headache in elderly patients during the 

follow- up period. Ganesan et al. applied neural network to 

diagnose cancer [16] in 2010. It has been used to analyze 

demographic data from lung cancer patients with a view to 

develop diagnostic algorithms that might improve triage 

practices in the emergency department. A number of neural 

network based disease diagnosis have been done in 2011. In 

this year Bekir used back-propagation and the Navie Bayes 

classifier for hepatitis diagnosis [17]. This study presents a 

comparison between Backpropagation and Naive Bayes 

Classifiers to diagnose hepatitis disease. Sumathi et al. 

constructed ANN to pre-diagnosis of hypertension [18]. The 

authors used ANN for solving the problems of hypertension 

diagnosing using Back-Propagation learning algorithm. 

Bakpo et al. also used ANN to diagnose of skin disease [19]. 

Elveren et al. presented a design using ANN and GA [20] 

for tuberculosis diagnosis. This article explained a study on 

tuberculosis diagnosis, carried out with the help of 

multilayer neural networks (MLNN). Recently, Kumar et al. 

introduced ANN for diagnosis of kidney stone disease [21]. 

Pandey et al. approached evolutionary modular neural 

network for breast cancer diagnosis [22]. Zhang et al. 

applied fuzzy neural network for survey work on medicine. 

In their study, the author reviewed [23] the position of the 

art for the application of fuzzy neural network in diagnosis, 

recognition, image processing and intelligence robot control 

of medicine. Saxena et al. have done a survey on 

classification of breast cancer data using neural network 

techniques[24].  

II. Methodology 

This medical diagnosis process was started by 

diagnosing the symptoms of a number of patients by a group 

of medical experts. Collected data set included the patient’s 

previous state of health, living condition and other medical 

conditions.  A neural network is proposed to diagnosis PC 

diseases. It consists of three layers: the input layer, a hidden 

layer, and the output layer. A one hidden with 20 hidden 

layer neurons is created and trained. The input and target 

samples are automatically divided into training, validation 

and test sets. The training set is used to teach the network. 

Training continues as long as the network continues 

improving on the validation set. The test set provides a 

completely independent measure of network accuracy. The 

hidden neurons are able to learn the pattern in data during 

the training phase and mapping the relationship between 

input and output pairs. Each neuron in the hidden layer uses 

a transfer function to process data it receives from input 

layer and then transfers the processed information to the 

output neurons for further processing using a transfer 

function in each neuron. 
 

A. Dataset 

 
Table 1 shows a part of the used input data set. This 

data set provides 11 symptoms and 3 categories of 

pancreatic diseases. The complete dataset contains a 

measured feature of 120 patients where 90 samples were 

used to train the network and 30 samples were used for 

training purpose. The set of symptoms are  S= {Weight 

Loss, Jaundice, Irritability, Gallbladder enlargement, Deep 

venous thrombosis (DVT), Swelling lymph, Diabetes 

mellitus, Loss of appetite, Pain in upper abdomen, Acholic 

Stool & steatorrhea and Falty tissue abnormalities}. The set 

of diagnosis are D = {detected, might be detected and not 

detected}. Disease name and their assigned labels are 

mentioned in table II. According to the basis of fuzzy set, 

this article describes each symptom by its membership value

( )A x . Operational procedure is presented in fig. 2. 

B. Training of parameters 

Once a network has been structured for a particular 

application, that network is ready to be trained. To start this 

process the initial weights are chosen randomly. Then the 

training or learning begins. The ANN has been trained by 

exposing it to sets of existing data (based on the follow up 

history of various patients) where the outcome is known. 

The hidden neurons are able to learn the pattern in data 

during the training phase and mapping the relationship 

between input and output pairs. Each neuron in the hidden 

layer uses a transfer function to process data it receives from 

input layer and then transfers the processed information to 

the output neurons for further processing using a transfer 

function in each neuron. 

III.   Result and discussion 
 

Neural network toolbox from Matlab R2008a is used to 

evaluate the performance of the proposed networks where a 

three layer feed forward network with 11 number of inputs 

and sigmoid hidden neurons and linear output neurons is 

suggested. The proposed neural network is shown in Fig. 1. 

This paper used Levenberg-Marquardt back propagation 

algorithm to train the network where training automatically 

stops when generalization stops improving, as indicated by 

 

 
Figure 1. Proposed Neural Network 
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TABLE1. MEDICAL KNOWLEDGEBASE TABLE 
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0.60 0.45 0.30 0.10 0.55 0.35 0.15 0.26 0.80 0.72 0.18 1 

0.62 0.18 0.17 0.78 0.14 0.82 0.50 0.00 0.59 0.36 0.47 2 

0.32 0.73 0.25 0.55 0.61 0.13 0.20 0.69 0.33 0.49 0.86 2 

0.28 0.24 0.39 0.36 0.23 0.70 0.55 0.63 0.08 0.17 0.63 3 

0.43 0.59 0.73 0.29 0.70 0.37 0.13 0.68 0.75 0.55 0.43 1 

0.56 0.44 0.57 0.63 0.34 0.19 0.41 0.53 0.69 0.72 0.38 1 

0.72 0.52 0.60 0.19 0.42 0.40 0.21 0.63 0.30 0.39 0.52 3 

0.63 0.13 0.11 0.47 0.69 0.23 0.51 0.12 0.24 0.10 0.63 2 

0.33 0.63 0.49 0.72 0.77 0.62 0.24 0.38 0.21 0.43 0.40 1 

0.78 0.24 0.54 0.41 0.64 0.78 0.43 0.55 0.30 0.18 0.23 1 

 

TABLE 2. DISEASE AND ASSIGNED LABEL 

Disease Assigned Label 

PC Detected 1 

PC Might be detected 2 

PC Not detected 3 

 

an increase in the mean square error (MSE) of the validation 

samples. This study has used a membership based 

fuzzification scheme on our dataset to convert it to a fuzzified 

set of symptoms. A linear membership function was selected 

for each symptom again after an interview with physicians. 

Normally three to five linguistic variables were assigned to 

each symptom, then the classification tests were repeated. 

 
 

 

 

 

 

 

Figure 2. Operational procedure 

                                                                                
Fig. 3 shows the used fuzzy inference system (FIS) editor and 

fig. 4 shows membership function editor. Performance plot 

editor is displayed in fig. 5. 
 

 
Figure 3. FIS editor 

 

 
 

Figure 4. Membership function editor

 

 

Diagnosis 

. 

Pancreatic 

cancer  

detected 

Not Pancreatic 

cancer 

Diagnosis 

Diagnosis 

 

Might be 

pancreatic 

cancer 

Pancreatic 
cancer 

symptoms 

 UACEE International Journal of Artificial Intelligence and Neural Networks – IJAINN 
Volume 3 : Issue 2                     [ISSN 2250 – 3749] 

Publication Date : 05 June 2013 



 

8 
 

 

 
 

Figure 5. Performance plot 
 

The results of applying the artificial neural networks 

methodology to distinguish between PC affected non affected 

person based upon selected symptoms showed very good 

abilities of the network to learn the patterns corresponding to 

symptoms of the person. Our experimental result is presented 

in table 3.  
 

IV. Conclusion 

In this paper we have presented a neural network based 

approach for pancreatic cancer diagnosis. Pancreatic cancer 

detection in its early stage is the key of its cure. The automatic 

diagnosis of pancreatic cancer is an important, real-world 

medical problem. In this paper it has shown how neural 

networks are used in actual clinical diagnosis of pancreatic 

cancer. Neural network model, a diagnostic system that 

performs at an accuracy level is constructed here. In this work, 

the performance of neural network structure was investigated. 

The designed system uses a set of fuzzy values incorporated 

into neural network system is more precise than the normal 

system. The system designed is an interactive system that 

informs the patient his current condition as regards pancreatic 

cancer. The prediction could help doctor to plan for a better 

medication and provide the patient with early diagnosis. The 

best performance and correct diagnosis was achieved using 

fuzzified symptoms and neural network with 20 neurons. 

Experimental results indicate that the proposed method can 

analyze data more efficiently than other manual methods. 

Future works should test the approach used for other similar 

tasks or other related data sets to evaluate its capability to 

produce a similar accuracy. 
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TABLE 3. EXPERIMENTAL RESULT 
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0.35 0.82 0.13 0.70 0.37 0.19 0.40 0.23 0.62 0.78 0.56 Affected 

0.34 0.73 0.54 0.32 0.16 0.27 0.27 0.52 0.45 0.34 0.66 Affected 

0.56 0.32 0.62 0.54 0.48 0.45 0.51 0.61 0.73 0.61 0.27 Might 
be 

affected 

0.64 0.54 0.28 0.26 0.73 0.73 0.72 0.54 0.29 0.66 0.10 Not 

affected 

0.85 0.17 0.19 0.63 0.72 0.62 0.54 0.81 0.10 0.71 0.79 Not 

affected 

0.37 0.73 0.43 0.42 0.53 0.25 0.72 0.12 0.48 0.18 0.67 Affected 

0.65 0.61 0.28 0.47 0.38 0.56 0.86 0.26 0.57 0.19 0.40 Not 

affected 
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