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Head Positioning parameter optimizing  using 

statistics and evolutionary algorithms 

Aminreza Riahi and Jalil Shirazi 

 

Abstract— Mechatronic equipments such as a head positioning 

system of hard disks have been required to provide fast and 

accurate positioning. To achieve these requirements, a mode 

switching control (MSC), which encompasses such diverse 

structures and functions of the controller is switching to that was 

used extensively. To achieve to a desired position in this matter, 

the model a controller parameters are assessed by some 

evolutionary algorithms like genetic, patter search and simulated 

annealing. The obtained parameters show that the values of 

these algorithms have good effect on their output. In this paper, 

the best algorithm, could be proper is introduced. 
 

Keywords: Disk drives, mode switching control, genetic 

algorithm, pattern search algorithm, simulated annealing 

algorithm.  

I. Introduction 
Multiple disks on a motor shaft (axis) were spindle shaped 

and driven. On the disk surface, thousands of track data is 

located [1-2]. Figure 1 shows a simplified diagram of a 

combination of hard drive. 

Fig. 1 shows a basic schematic diagram of a head disk 

assembly (HDA). Several disks are stacked on the spindle 

motor shaft and rotate. On the surface of a disk, there are 

thousands of data tracks. A magnetic head is supported by a 

suspension and a carriage, and it is suspended several micro 

inches above the disk surface. The actuator, called a voice-

coil motor (VCM), actuates the carriage and moves the head 

on a desired track. The mechanical part of the plant, that is, 

the controlled object, consists of the VCM, the carriage, the 

suspension, and the heads. The controlled variable is the 

head position. On the back of the HDA, there is a circuit 

board, where a microprocessor or digital signal processor 

(DSP) for servo control is mounted. The position of the head 

is detected by the sector servo method, and the sampling 

period is 150 s  in this experimental equipment. 
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Next, a plant model is derived. The mechanical part of the 

plant consists of a second-order system, due to the bearing 

stiffness, the natural frequency of which is about 30–50 Hz 

and several mechanical resonance frequencies over 1 kHz. 

 

 

 
Figure 1.  HDA [3] 

These resonances are often canceled by notch filters or low-

pass filters. Then, it is necessary to take into account the 

computation time delay of the microprocessor and the phase 

lag of the power amplifier and the filters. A plant model can 

be expressed as follows: 
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Where, s  is a Laplace operator, m  is the mass, k  is a 

spring constant, b  is a damping constant, and K  is a gain 

including the VCM torque constant and the power amplifier 

gain, and L  is the total time delay. The plant model is a 

third-order system and is discretized with a sampling time of 

150 s  for digital controller design [1-4]. 

There are so many attempts related to head positioning 

control in the literature. In Reference [5], the authors 

considered a user-friendly loop-shaping method concerning 

the Robust Bode (RBode) plot for optimizing the head-

positioning system in a hard disk drive (HDD). 

In this paper we used three searching techniques such as 

genetic algorithm, annealing simulated algorithm and pattern 

search algorithm to consider the best results. In reference [6], 

the system uncertainties are employed as an important point 

in controlling.  
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The paper is structured as follows.The Searching techniques 

we have employed are presented in section 2. In section 3, 

the design of experiments is taken and a powerful method 

named TAGUCHI is introduced. The system implementation 

and experimental results are presented in section 4 and the 

paper is concluded in section 5. 

 

 

 

II. Searching techniques 
                                                                                                                       

  Searching techniques in computer science are used to find 

approximate solutions to optimization and search problems. 

In this section, a brief overview of some searching 

techniques is given. 

 

II.1 Genetic algorithm 
     The genetic algorithm is a special type of evolutionary 

algorithms that use techniques such as inheritance and 

mutation reverted biology uses. Darwin's principle of natural 

selection in genetic algorithms is used for finding the optimal 

formula for predicting or use pattern matching. Genetic 

algorithms are often a good option for forecasting techniques 

based on regression. Briefly called the genetic algorithm (or 

GA) is a programming technique that uses problem solving 

as a model of genetic evolution. It should be noted that the 

used GA method finds the minimum fitness. Figure 2 shows 

the biological genetic algorithm process flow. 

 
Figure 2.  Biological genetic algorithm process flow. 

 

 

The objective function for the GA is: 
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The objective functions are considered based on an error 

criterion. The error criterion is given as a measure of index 

performance given by the equation for integral of time 

multiplied absolute error (ITAE). Properties of the used 

genetic algorithm method are given in table 1. 
 

Table1.   Properties of the used genetic algorithms 
 

Option Value 

Crossover function Heuristic 

Crossover fraction 0.8 

Elite number 2 

Initial penalty 10 

Mutation function Adaptive feasible 

Penalty factor 100 

Population initial range [-1,1] 

Population size 100 

Population type Bit string 

Selection function Stochastic uniform 

 
There are so many algorithms which are used to obtain the 
best values. In this paper, two other algorithms are taken and 
results are compared with genetic algorithm. 
 

II.2 Pattern search algorithm 
    Pattern search is a heuristic method that can be useful 
approximate solutions for any problem, but can fail on 
others. Outside of such classes, pattern search is not an 
iterative method that converges to a solution; indeed, pattern 
search methods can converge to non-stationary points on 
some relatively tame problems [8-9]. 

II.3Annealing simulated algorithm 
    "Annealing, differs from iterative improvement in that the 

procedure need not get stuck since transitions out of a local 

optimum are always possible at nonzero temperature. A 

second and more important feature is that a sort of adaptive 

divide-and-conquer occurs. Gross features of the eventual 

state of the system appear at higher temperatures; fine 

details develop at lower temperatures" [10]. 
 

III. Design of Experiments 
To investigate the effects of parameters, Taguchi method is 

used. In Taguchi analysis, there is an important factor 

named signal to noise ratio. This ratio is introduced in 

Formula 3. 

 

10/ 10log ( )S N MSD   (3) 
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MSD is also, introduced in three categories, when goal is to 

minimize something, it is defined as "Smaller is Better". 

When an optimization function is maximized, "Larger is 

Better" is planned and when the results must converge to a 

point, "Nominal is Better" is considered. Each of three 

formulas is expressed in relations 4 to 6 respectively [11]. 
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Table 2 and table 3, show the parameters and their levels 

employed in L16 experiment respectively. 

 
Table2.  Parameters and levels 

 m  k  b  K  L  

1 0.01 1 1 1 0.001 

2 0.1 10 10 10 0.01 

3 1 100 100 100 0.1 

4 10 10000 10000 1000 1 

 

 
Table 3.  L16 Taguchi table 

 m  k  b  K  L  Output 

1 1 1 1 1 1 1.09E-05 

2 1 2 2 2 2 1.10E-07 

3 1 3 3 3 3 1.15E-09 

4 1 4 4 4 4 2.50E-12 

5 2 1 2 3 4 1.00E-07 

6 2 2 1 4 3 2.23E-08 

7 2 3 4 1 2 3.00E-09 

8 2 4 3 2 1 2.68E-07 

9 3 1 3 4 2 2.50E-06 

10 3 2 4 3 1 3.00E-07 

11 3 3 1 2 4 6.28E-08 

12 3 4 2 1 3 2.96E-08 

13 4 1 4 2 3 1.00E-05 

14 4 2 3 1 4 1.17E-06 

15 4 3 2 4 1 6.17E-05 

16 4 4 1 3 2 1.99E-06 

 

In this paper, the output is located in the last column and 

describes as Formula 7. 
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Where, e is the error of desired signal and output. In figure 3, 

SNR, describes the effect of each parameter output. As this 

figure shows, m is the most effective one and K as again is 

the poor effective parameter. 
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Figure 3.  SNR criterion for parameters 

 

Also, figure 3 shows the best level for each parameter. In 

signal to noise ratio, the highest level is the best one for that 

parameter. 

In this experience for instance, in parameter m, the best 

level is 1. It means for having the minimum error, mass 

must be selected at a minimum level. 

In figure 4, a total plot is shown to depict all 16 

experiments. 
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Figure 4.  Figures of output based on 16 experiments 
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IV. Results and discussion  
    In this paper, three methods discussed are used to consider 
the best results.  

Figures 5- 8, interpret the genetic algorithms in various 

iterations. 
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Figure5.  A control system by GA in the first stages of replication 
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Figure6. A control system by GA after 10 iterations 
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Figure7. A control system by GA after 20 iterations 
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Figure8. A control system by GA after 30 iterations 
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Figure9. Final result of GA 

 
 
In figure 9 the final result of the GA is depicted. All 
parameters achieved using GA and others are located in table 
4. As shown, simulated annealing is the best in settling the 
curve on axis, but the time is long. Whereas the pattern 
search is a short time algorithm. Therefore among them, 
simulated annealing is the best. 
In figure 10 all of three algorithms, inspect their responses. 
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Figure10. Comparison between GA,PS And SA  
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V. Conclusion 

 

In this paper a head positioning control is proposed. For 

having a dynamic model an approximation of the disk drive 

is achieved. This transfer function added to a lead lag 

controller. To investigate the most strong and poor effective 

parameter, the effect of each parameter is considered by 

TAGUCHI design of experiment. Disk drive and also 

controller parameters are obtained using evolutionary 

algorithms like GA, PS and SA. 
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Table4. Parameters achieved by GA,PS And SA 
Elapsed Time (second) L K b M K Method 

56 0.1321 9.9948 5.6816 8.3424 9.3477 GA 

22 0.1000 9.9999 9.9999 10 10 PS 

140 0.1008 9.6669 8.6027 9.79496 6.0609 SA 
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