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Abstract—Most of the document clustering techniques are 

based on statistical analysis of a term, either a word or 

phrase.The statistical analysis of a term frequency captures the 

importance of the term within the document only. Thus, 

theunderlying mining model should indicate terms that capture 

the semantics of the text. In this case, Themining model can 

capture terms that present the concepts of the sentence, which 

leads to the discovery of the topic of document. A new concept-

based mining model focuses on the web document clustering;the 

model consists of three components: concept-based statistical 

analyzer, COG and concept extractor.The statistical analyzer is 

to analyze terms on the sentence and document levels. The COG 

is to extract the most important terms with respect to the 

meaning of the text. Theconcepts that have maximum weights are 

selected by the concept extractor.The similarity between 

documents is calculated based on the Concept-based document 

similarity measure; It is the combination of , and .The 

experimental results demonstrate extensive comparison between 

the concept-based analysis and thestatistical analysis. 

Keywords—Concept-based mining model, COG, web mining, 

clustering, document similarity. 

I. INTRODUCTION 

Natural LanguageProcessing is both a modern computa-
tional technology and a method of investigating and evaluating 
claims about human language itself.NLP is a term that links 
back into the history of Artificial Intelligence. By applying the 
text mining in the web domain, the process becomes what is 
known as Web mining [1]. It can be divided into Web 
structure mining, Web usage mining and Web content mining. 
We are mainly focusing on the last type. The Web document 
clustering is a part of Web content mining and it is concerned 
broadly because it can decrease the search space, speed up the 
search and improve the search precision. 

Document clustering is one of the traditional data mining 
techniques, it is an unsupervised learning paradigm where 
clustering methods try to identify inherent groupings of the 
documents so that a set of clusters are produced in which 
clusters exhibit high intracluster and low intercluster 
similarity[2].Generally, web document clustering methods 
attempt to segregate the documents into groups where each 
group repre-sents some topic that is different to those topics 
represented by the other groups[3][4]. 

Methods used for document clustering include decision 
trees, partitioning, hierarchical, and density-based 

clustering’s.Mostdocument clustering methods are based on 

theVSM [3] [4] which is a widely used data representation for 
clustering.  

The VSM represents each document as a feature vector of 
the terms that appear in all the document set. Each feature 
vector contains term weightsof the terms appearing in that 
document. The similarity between the documents is measured 
by one of several similarity measures that are based on such a 
feature vector. Examples include the Cosine measure and the 
Jaccard measure. 

In text mining techniques, the term frequency of a term 
(word or phrase) is computed to explore the importance of the 
term in the document. However, two terms can have the same 
frequency in their documents, but one term contributes more 
to the meaning of its sentences than the other term. It is 
important to note that extracting the relations between verbs 
and their arguments in the same sentence has the potential for 
analyzing terms within a sentence. 

In this paper, a new concept-based mining model is propo-

sed. The proposed model captures the semantic structure of 

each term within a sentence and document rather than the 

frequency of the term within a document only. The system 

consists of five components: statistical analyzer, COG,concept 

extractor, concept-based similarity, and clustering Model.  

The first component is concept-based statistical analyzer 

that analyzes each term on the sentence, document and corpus 

levels. After each sentence is labeled by a semantic role labe-

ler, each term is statistically weighted based on its contribution 

to the meaning of the sentence.  

The second component is the COG representation; captures 

the semantic structure of each term within a sentence and a 

document only. After each sentence is labeled by a semantic 

role labeler, all the labeled terms are placed in the COG 

representation according to their contribution to the meaning 

of the sentence. Each concept in the COG representation is 

weighted based on its position in the representation. The 

important concepts to the statistical analyzer could be non-

important to the COG and vice versa. Therefore,the third 

component is the concept extractor; it combines two different 

weights computed by the concept-based statistical analyzer 

and the COG representation to denote the important concepts 

with respect to the two techniques.The extracted top concepts 

are used to build VSM and find out concept-based similarity 

measure [5] among the documentsbased on , and . 
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The K-NN[6] clustering model has produced different clus-

tering results by concept-based mining model in web docu-

ment clustering and has higher quality than those produced by 

a single term analysis only. These results are evaluated using 

two quality measures, the F-measure and the Entropy. Finally 

both of these results demonstrate extensive comparison 

betweenthe concept-based analysis and statistical analysis.  

The rest of this paper is organized as follows. SectionII 

presents the related work. The concept-based mining model 

which includes statistical analyzer, COG,concept extractor and 

concept-based document similarity measure is presented in 

SectionIII. The experimental results are presented in 

sectionIV. The final section summarizes the conclusionand 

suggests future work. 

II. RELATED WORK 

In this section,it is shown how to represent the document 

and present a brief overview of thematic roles background . 

A. Document Representation 

The direct mapping of the actual document into a formal 

representation breaks a document into a set of sentences. And 

sentence weights are assigned according to the mining model. 

A document is represented as a vector of sentences: 

 

 
Where   

is document i, 

is sentence j in document i, 

is the number of sentences in document i, 

is term k of sentence , 

is the length of sentence ,and 

is the weight associated with sentence . 

B.Thematic Roles Background 

Generally, the semantic structure of a sentence can be 
characterized by a form of verb argument structure. This struc-
ture allows the creation of a composite meaning representation 
from the meanings of the individual concepts in a 
sentence.The verb argument structure permits a link between 
the arguments in the surface structures of the input text and 
their associated semantic roles. The study of the roles 
associated with verbs is referred to as a thematic role or case 
role analysis [7]. Thematic roles, first proposed by Fillmore 
[8], are sets of categories that provide a shallow semantic 
language to charac-terize the verb arguments. 

Recently, there have been many attempts to label thematic 
roles in a sentence automatically. Gildea and Jurafsky[9] pres-
ented a discriminative model for determining the most 
probable role for a constituent, given the frame, predicator, 
and other features. These probabilities, that are to be trained 
depend on the verb, the head words of the constituents, the 
voice of the verb (active and passive), the syntactic category 
(S, NP, VP, PP, and so on), and the grammatical function 
(subject and object) of the constituent to be labeled. 

A machine learning algorithm for shallow semantic 
parsing [10]is based on Support Vector Machines (SVMs) 
which results in improved performance over that of earlier 
classifiers by [9]. Shallow semantic parsing is formulated as a 
multiclass classification problem. SVMs are used to identify 
the argu-ments of a given verb in a sentence and classify them 
by the semantic roles that they play such as AGENT, THEME, 
and GOAL. 

III. CONCEPT-BASED MINING MODEL 

The proposed concept-based mining model is an extension 

of the work in [11] and itaims to cluster web documents by 

meaning. The model consists of concept-based statistical 

analyzer,COG,concept extractor and concept-based document 

similarity measure, as depicted in Fig.1. 

A. Concept-based Statistical Analyzer 

The Objective of Concept-based statistical analyzer is to 

analyze terms in the sentence, document and corpus levels 

rather than a single-term analysis in the document set only. It 

consists of sentence-based concept analysis, document-based 

concept analysis and corpus-based concept analysis. 

To analyze each concept at the sentence level, a concept-

based measure, called the conceptual term frequency .The 

is the number of occurrences of concept c in verb 

argument structures of sentence s. The concept c, which 

frequently appears in the different verb argument structures of 

the same sentence s, has the principal role of contributing to 

the meaning of s. A concept c can have many values in 

different sentences in the same document d. thus, the  

value of concept c in document d is calculated by: 

 

In equation (1),  is the total number of sentences that 

contain concept c in document d. 

To analyze each concept at the document level, a concept-

based measure called term frequency .the  is the number 

of occurrences of a concept c in the original document, is 

calculated, is a local measure on the document level. 

     The concept-based weighting is one of the main factors that 

capture the importance of a concept in a sentence and a 

document. is used to discriminate between non- 

[ISSN 2250 - 3765]



International journal of Computer Science and its Applications 

364 

 

 

Fig.1.Concept-based Mining Model System 

important terms with respect to sentence semantics and terms 

which hold the concepts that present the meaning of the 

sentence. 

 

In equation (2),  value presents the weight of con-

cept in document d at the documentlevel. value 

presents the weight of the concept i in the document d at the 

sentence level based on contribution of concept  to the 

semantics of the sentences in d.  presents an accu-

rate measure of the contribution of each concept to the 

meaning of the sentences and to the topics mentioned in a 

document. 

B. Conceptual Ontological Graph 

The VSM does not represent any relation among the terms. 

Therefore, the sentences are broken down into individual 

components without any representation of either the sentence 

structure or the sentence semantic structure.The COG repre-

sentation is a graph G=(C,R) where the concepts are repre-

sented as vertices(C).The relations among the concepts such as 

agents, objects and actions are represented as (R).C is a set of 

nodes , where each node c represents a concepts 

in the sentence or a nested conceptual graph G; R is a set of 

edges ,such that each edge r is the relation 

between an ordered pair of nodes . 

First, the COG representation captures the concepts and the 

relations between concepts. Then, it presents the concepts with 

their relations into one sentence-based conceptual graph 

representation; it provides different nested levels of concepts 

in a hierarchical manner based on the importance of the 

concepts in a sentence.The concepts are placed in the COG  

according to the amount of overlapping between these terms 

with respect to the words. To present the levels of the COG 

hierarchy, five types of verb argument structures are utilized 

and assigned to their corresponding conceptual graphs: 

 One: one generated verb argument structure. 

 Main: more than one generated verb argument struc-

ture and it has the maximum number of terms that 

refer to the other verb argument structures. 

 Container: more than one generated verb argument 

structure and it refers to the other arguments and at the 

same time, the structure does not have the maximum 

number of referent terms. 

 Referenced: the terms referenced by terms in either the 

main or the container structure. 

 Unreferenced: the terms are not referred by any other 

terms. 

This scheme creates a conceptual graph for each verb 

argumentstructure. Each type of verb argument structure is 

assigned to its corresponding conceptual graph. TheLCOG is 

proposed to rank concepts with respect to the sentence 

semantics in the COG. TheLCOG measure is assigned to One, 

Unreferenced, Main, Container and Referenced levels in the 

COG representation with values 1,2,3,4 and 5 respectively. 

The is assigned to each concept presented in 

theCOG and itis calculated by: 

 

In equation (3), value presents the importance of the 

concept i in the document d at the sentence level based on the 

contribution of concept i to the semantics represented by the 

levels of the COG. ranks the concepts in document 

d with respect to the contribution of each conceptto the 

meaning of the sentences and to the topics mentioned in a 

document. 

C. Concept Extractor 

The process of selecting the top concepts from the concepts 

extracted by the concept-based statistical analyzer and the 

COG is called Concept Extractor. and  

into one new combined weight is called . It is 

calculated by: 

 

In equation (4),  is computed by the concept-based  

Statistical analyzer and  is computed by the COG 

representation. 

D. Concept-based Document  Similarity 

Concepts convey local context information, which is essen-

tial in determining an accurate similarity between documents. 

A concept-based similarity measure, based on matching 

concepts at the sentence, document and corpus levels and it 

relies on three critical aspects. First, the analyzed labeled 

terms are the concepts that capture the semantic structure of 

each sentence. Second, the frequency of a concepts is used to 

measures the contribution of the concept to the meaning of the 

sentence, as well as to the main topics of the document. Last, 

the number of documents that contains the analyzed concepts 

is used to calculating similarity. 

The importance of each concept at the sentence level by the 

 measure, document level by the  measure, and corpus 

level by the  measure. The concept-based measure exploits 
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the information extracted from the concept-based statistical 

analysis and COG algorithms to judge better the similarity 

between the documents. The concept-based similarity between 

two documents d1 and d2 is calculated by: 

 

 

             (6) 

In equation (5),l is length of concept, is length of verb 

argument structure, m is number of matching concepts, N is 

number of documents.In equation (6),  value rewards 

the weight of the concept i on the corpus level,  is document  

frequency,  and  are computed based on 

maximum weighted concepts of   values, and it is 

computed using equation (4). value presents the 

weight of concept i at sentencelevel, value presents 

the weight of concept i at document level. 

 

 
In equation (7) and (8),  is total number of concepts,  is 

conceptual term frequency and  is term frequency. 

E. Concept-based Analysis Algorithm 

1. is a new Document 

2. Lis an empty List(L is a concept list) 

3. Tis an empty List( T is a top concept list) 

4. Mis an empty List( M is a matched concepts list) 

5. for each labeled sentence  in  do 

6.  create   for each sentence  

7. foreach concept in sentence do 

8.        compute of  in  

9.        compute of in  

10. compute for each concept ci 

11. compute for each concept ci 

12. compute  

13.  add concept  to L 

14. end for 

15. end for 

16. sort  L descendingly  based on  

17. output the from List L to List T 

18. for each concept in T do 

19.  if ( = = ) where  and   

  N is total number of documents then 

20.  compute   

21.  compute  

22.  update of  

23.   add new concept matches to M 

24.  end if 

25.  end for 

26. output the matched concepts  list M 

 

The procedure begins with processing a new document (at 

line 1) which has well defined sentence boundaries. Each 

sentence is semantically labeled according to [12]. Each con-

cept in the current document is matched with the other 

concepts in the previously processed documents. After the 

document processed, M contains all the matching concepts 

between the current document and all previous documents. 

Finally, M is output as the list of documents with the matching 

conceptsand necessary information about them. The concept-

based analysis algorithm is capable of matchingeach concept 

in a new document  with all the previously processed 

documents in time, where  is the number of concepts. 

IV. EXPERIMENTAL RESULTS 

In order to test the effectiveness of the Web document 
clustering, we conducted a set of experiments using our 
proposed mining model, similarity measureand K-NN cluster-
ing method. 

The availability of web document datasets suitable for clu-
stering is limited. However, we used four datasets. The first 
dataset is collected from 4-Universities dataset and it is 
classified into department, course, staff, student andproject 
categories. The second dataset is collected from Bank dataset 
and it has 11 categories. The third dataset contains abstracts 
collected from ACM digital library. The ACM abstracts 
areclassified into three main categories: data mining, computer 
organization and software engineering. The fourth dataset is 
collected from Reuters-21578 dataset. 

The similarities which are calculated by the concept based 
model are used to compute a similarity matrix among 
documents. One standard document clustering technique [13] 
is chosen for testing the effect of the concept-based similarity 
on clustering: K-NN. To evaluate the quality of the clustering, 
two quality measures widely used in the text mining literature 
for the purpose of document clustering. 

The first is the F-measure, which combines the Precision 

and Recall measures from the Information Retrieval literature. 

The precision and recall of a cluster with respect to a class 

are defined a and   

where isthe number of members of classes  in cluster , 

is the number of members of cluster j, and is the number 

of members of class . The F-measure of a class is defined as 

 

The second measure is the Entropy, which measures how 

homogeneous a cluster is. The higher the homogeneity of a 

cluster, the lower the entropy is, and vice versa. For every 
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cluster in the clustering result , the probability  that a 

member of cluster belongs to class is computed. 

Basically, the aim is to maximize the F-measure, and 

minimize the Entropy of clusters to achieve high 

qualityclustering. The results are listed in Table 1 show the 

improve-ment on the clustering quality using the concept-

based mining model. Fig.2 and Fig.3 shows the Table 1 results 

more clearly, showing the achieved improvement in 

comparison with other method. The percentage of 

improvement range from +42.13% to +91.72% increase in the 

F-measure quality, and -47.78% to -63.47% drop in Entropy. 

 

V. CONCLUSION 
 

This paper bridges the gap between natural language pro-

cesssing and web mining disciplines. A new concept-based   

mining model composed of four components, is proposed to 

improve the document clustering quality. 

The first component is the Concept-based Statistical Ana-

lyzer which analyzes the semantic structure of each sentence 

to capture the sentence concepts using the  measure. 

Table 1: Clustering Improvement 

 

 

 

 

 

 

 

 

 

Fig.2.Clustering Quality-F-Measure 

 

Fig.3.Clustering Quality-Entropy 

The 

second 

compo

nent is 

the 

COG. This representation captures the structure of the 

sentence semantics represented in the COG hierarchical levels. 

Thethirdcomponent is the concept extractor which combines 

the weights of concepts extracted by the Concept-based 

Statistical Analyzer and the COG into one top conceptlist.The 

extracted top concepts are used to build standard normalized 

feature vectors using standard Vector Space Model for the 

purpose of document clustering.The fourth component is the 

concept-based simil-arity measure which allows measuring the 

importance of each concept with respect to the semantics of 

the sentence, and the 

 

 

 

 

topic of thedocument, and the discrimination among docu-

ments in a corpus. 

The combining of the factors affects the weights of con-

cepts on concept-based statistical analyzer, COG and concept-

based similarity measure that is capable of the accurate 

calculation of pair-wise documents is devised. The quality of 

document clustering achieved by this model significantly 

surpasses the traditional single-term based approaches. 
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Dataset 

 

Single-Term Similarity 
 

Concept-Based Similarity Improvement 
F-Measure Entropy F-Measure Entropy 

 

Bank 

 

0.617 
 

0.252 
 

0.877 
 

0.123 
 

+42.13%,-51.19% 

 

Reuters-21578 

 

0.508 

 

0.282 
 

0.904 
 

0.103 
 

+77.95%,-63.47% 

 

4 Universities 

 

0.435 
 

0.293 
 

0.834 
 

0.153 
 

+91.72%,-47.78% 

 

ACM 

 

0.468 
 

0.288 
 

0.866 
 

0.131 
 

+85.04%,-54.51% 
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